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Abstract

As a leading cause of death worldwide with patient-specific evolving mutations, cancer requires
innovative therapies capable of individualized treatment. The use of magnetic nanoparticles
(MNP) as thermal agents offers such individualized cancer therapy: After local accumulation
at the tumor site, MNP can be triggered to transform the energy of an externally applied alter-
nating magnetic field into heat via relaxation of their magnetic moments. This process named
magnetic fluid hyperthermia (MFH) enables organ-confined cancer treatment by delivering ther-
apeutic temperatures higher than 43 ◦C inside tumors, inducing tumor cell death. In this way,
MFH efficacy relies on MNP efficiency to generate such elevated temperatures in interaction
with the biological environment. However, this environment imposes severe limitations to the
MNP magnetic relaxation and heating behavior by restricting the MNP mobility and causing
MNP agglomeration. Based on in vitro experiments, this thesis addresses the applicability of
MFH to pancreatic tumor cells and discusses opportunities to optimize intracellular MNP heat-
ing for clinical application of MFH. The interaction of iron oxide MNP with pancreatic tumor
cells and the MNP uptake kinetics inside these cells are investigated using transmission electron
microscopy and magnetic particle spectroscopy. The impact of MNP-cell interaction on heating
efficiency is quantified with inductive heating experiments and compared to artificially agglom-
erated and immobilized MNP, mimicking the conditions in cellular environments. Furthermore,
Monte-Carlo (MC-)simulations of MNP magnetic relaxation are used to predict sets of param-
eters varying field amplitude and frequency as well as MNP size and magnetic properties to
optimize MFH efficiency under medically tolerable field parameters.

Combined agglomeration and immobilization of MNP upon internalization inside cells decrease
heating efficiency by nearly two thirds compared to freely dispersed MNP. This decrease is
attributed to one half (one third of the overall heating) to the inhibition of physical rotation upon
MNP immobilization, blocking the Brownian contributions of larger MNP to overall heating.
The other half can be related to demagnetization effects due to increased magnetic interparticle
interactions upon MNP agglomeration. Despite this decrease in MNP heating, MFH can still
effectively damage cell in vitro even without a perceptible bulk temperature rise, by local heating
on the cellular level. This requires a sufficiently large MNP uptake inside cells, which is reached
after approx. 6 h of incubation as predicted from MNP uptake modeling. The cell damage
depends on the thermal energy deposited per cell (TEC). Interestingly, healthy cells are more
resistant to MFH treatment with a 50 % margin in TEC to damage healthy cells compared
to pancreatic tumor cells. As a consequence, MFH therapy can be tuned to deal tumor-
specific damage while healthy surrounding cells remain unharmed by controlling TEC via the
intracellular uptake of MNP, the MNP heating efficiency and the duration of MFH treatment.
The improvement of intracellular MNP uptake and heating efficiency, e. g. by using MNP with
large particle cores (dC ≥ 25 nm) as predicted by MC-simulations, will therefore remain one focus
of future work. It seems most important, however, to translate MFH to in vivo experiments in
the near future to establish MFH among the standard clinical cancer therapies.
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Zusammenfassung

Übersetzung des englischen Originaltitels: Evaluierung magnetischer Fluid-Hyperthermie:
Simulation magnetischer Relaxation, Modellierung der Aufnahme von Nanopartikeln in Pankreas-
Tumorzellen und Wirksamkeit in vitro.

Als eine der weltweit führenden Todesursachen mit patientenspezifischen, sich entwickelnden
Mutationen benötigt Krebs innovative Behandlungsmethoden, die eine individuelle Behandlung
erlauben. Die Verwendung von magnetischen Nanopartikeln (MNP) als thermische Wirkstoffe
bietet eine solche individualisierte Krebstherapie: Nach der lokalen Ansammlung von MNP
an der Tumorort, können die MNP durch ein extern angelegtes, magnetisches Wechselfeldes
zu Relaxationsprozesse angeregt werden und dadurch die Feldenergie in Wärme umwandeln.
Dieser Prozess, genannt magnetische Fluid-Hyperthermie (MFH), erlaubt die lokal auf einzelne
Organe beschränkte Krebsbehandlung: Hierbei werden therapeutisch wirksame Temperaturen
von über 43 ◦C in den Tumor eingebracht und schädigen dadurch Tumorzellen irreparabel. In
dieser Weise beruht die Wirksamkeit von MFH auf der Effizienz von MNP, diese erhöhten
Temperaturen zu erzeugen, wobei die MNP dabei in Wechselwirkung mit der sie umgebenden
biologischen Umgebung stehen. Diese Umgebung schränkt dabei das magnetische Relaxations-
und Aufheizverhalten der MNP erheblich ein, indem sie die Beweglichkeit der MNP reduziert und
MNP Agglomeration verursacht. Diese Arbeit befasst sich auf Basis von in vitro Experimenten
mit der Evaluierung der Anwendbarkeit von MFH auf Pankreastumorzellen und diskutiert An-
sätze zur Verbesserung der intrazellulären Aufheizung von MNP für die klinische Anwendung
von MFH. Die Wechselwirkung von Eisenoxid-MNP mit Pankreas-Tumorzellen und die MNP-
Aufnahmekinetik innerhalb dieser Zellen werden mittels Transmissionselektronenmikroskopie und
Magnet-Partikel-Spektroskopie untersucht. Der Einfluss der MNP-Zell-Interaktion auf die MNP
Aufheizung wird mit induktiven Aufheizexperimenten quantifiziert und mit synthetisch immobil-
isierten und agglomerierten MNP Modellsystemen verglichen, welche die Bedingungen der biol-
ogischen Umgebung nachahmen. Darüber hinaus werden Monte-Carlo (MC-)Simulationen der
magnetischen Relaxation von MNP verwendet, um Parametersätze mit variierender Feldampli-
tude und -frequenz, sowie Partikeldurchmesser und magnetischen Eigenschaften zu bestimmen,
die den Wirkungsgrad von MFH optimieren und zwar unter der zusätzlichen Einschränkung von
medizinisch tolerierbaren Feldparametern.

Die kombinierte Agglomeration und Immobilisierung von MNP durch die Internalisierung in
Zellen verringert die MNP Aufheizung um fast zwei Drittel im Vergleich zu frei dispergierten
MNP. Dieser Rückgang der MNP Aufheizung wird zur Hälfte (einem Drittel der Gesam-
taufheizung) auf die Hemmung der physikalischen Rotation der MNP bei ihrer Immobilisierung
zurückgeführt, die die Brown’schen Beiträge großer MNP zur Gesamtaufheizung blockiert. Die
andere Hälfte kann mit Entmagnetisierungseffekten in Verbindung gebracht werden, die durch
erhöhte magnetische Wechselwirkung zwischen den MNP aufgrund der Agglomeration in Zellen
entstehen. Trotz dieser Reduktion der Gesamtaufheizung der MNP kann MFH Zellen in vitro
effektiv schädigen und das sogar ohne einen messbaren Anstieg in der globalen Temperatur der
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Probe. Der Grund hierfür liegt auf einer lokalen Aufheizung auf der Zellebene, welche jedoch eine
ausreichende Aufnahme von MNP in die Zellen voraussetzt. Aus der Modellierung der MNP-
Aufnahme-Kinetik für Pankreastumorzellen folgt eine solche ausreichende MNP-Aufnahme nach
6 h Inkubationszeit. Die Zellschädigung hängt maßgeblich von der eingebrachten Wärmeenergie
pro Zelle (EWZ) während der Anwendung von MFH ab. Interessanterweise zeigen sich gesunde
Zellen resistenter gegen eine MFH-Behandlung in vitro und eine Marge von 50 % in der EWZ
besteht zwischen gesunden Zellen und Tumorzellen. Dadurch kann die Tumorbehandlung durch
MFH mittels des EWZ-Parameters auf eine tumorspezifische Schädigung abgestimmt werden,
wobei gesunde Zellen in der Umgebung unversehrt bleiben. Die EWZ kann dabei entweder durch
die Menge an intrazellulären MNP, die MNP Aufheizleistung oder die MFH-Behandlungsdauer
gesteuert werden. Die Verbesserung der intrazellulären MNP Aufnahme- und Aufheizeffizienz,
z B. durch den mittels MC-Simulationen vorhergesagten Einsatz von größeren Partikelkernen
(dC ≥ 25 nm), bildet daher einen Schwerpunkt für zukünftige Arbeiten. Für die Etablierung
von MFH als klinisch anerkannte Krebstherapie muss allerdings vorrangig die Untersuchung von
MFH in in-vivo Experimenten vorangetrieben werden.
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1. Introduction

With about 14 million new cases reported in 2014 [1] and accounting for 9 million deaths in
2016 [2], cancerous deseases are one of the leading causes of death worldwide [3]. Developed
and developing countries are affected alike; e. g. 25.2 % of deaths were caused by cancer in
Germany in 2015 [4]. Since cancer is a complex and constantly mutating disease [5], modern
medicine is invariably challenged to develop new treatment approaches. Besides improving
conventional therapy approaches such as chemotherapy, radiation and resection, much promise
lies in novel approaches, adjustable to the cancer-specific challenges of each patient individually.
Among these individualized therapies, locally confined magnetic fluid hyperthermia (MFH), i. e.
the overheating of cancerous tissue, has gained much attention in current research due to its
potential for the individualization of therapy, as will be outlined in the following.

The MFH principle relies on the use of magnetic nanoparticles (MNP) to generate therapeutic
heat. MNP are nanosized magnets with sizes1 below 100 nm [6] and introduce the phenomenon
of superparamagnetism [7]. As such, MNP display unique heating characteristics when subjected
to an alternating magnetic field (AMF), potentially allowing a precise temperature control
required for individual therapy [8]. MNP can also be magnetically guided to and accumulated
at the tumor site after injection in the body’s circulatory system. This provides a high degree
of individualization, as virtually any tumor site accessible by a magnetic field can be targeted
with MNP and treated with therapeutic heat.

First successful clinical trials of MFH therapy performed between 2004 and 2011 confirmed the
feasibility of clincial MFH [9]; however, after 2011, these trials were discontinued and broad
clinical application of MFH is still missing. This is due to the fact that the concentration
of MNP necessary to induce therapeutic temperatures (T≤ 43 ◦C [10]) used in these trials has
been very high and the biocompatibility of the MNP at such high concentration is ultimately not
proven yet. Furthermore, MNP unavoidably interact with biological and cellular components
inside the body. E. g., MNP internalization inside cells confines the MNP arrangement and
immobilizes the MNP [11], and the effects of intracellular internalization of MNP on particle
heating are poorly understood at present [12]. From this, two demands can be identified to
advance the clinical application of MFH: (I) MNP heating performance must be improved in
order to reach therapeutic temperatures at lower MNP concentrations that are biocompatible
and (II) the interaction of MNP with tumor cells and its effects on particle heating must be
deciphered. These demands translate into four research questions that this thesis endeavors to
answer:

1. What MNP (i. e. which MNP properties) maximize the particle heating in MFH?

2. How do MNP interact with cells and how can the MNP uptake inside cell be quantified?

1By definition, the particle size denotes the particle diameter throughout this thesis.
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1. Introduction

3. How does particle heating change upon MNP internalization inside cells?

4. How efficient is intracellular MFH applied to (tumor) cells; esp. at low MNP concentra-
tions?

This thesis sequentially investigates these four questions on the basis of well characterized
MNP systems using an experimental approach: First, the particle heating in terms of the MNP
properties and AMF parameters are evaluated experimentally and the results are compared
to theoretical particle heating simulations using MNP relaxation theory. In this way, optimal
MNP properties and AMF parameters for maximum particle heating are identified (Chapter 5).
Second, the MNP-cell interactions in vitro with pancreatic tumor cells and healthy control cells
are investigated, assessing the changes in arrangement that MNP undergo upon intracellular
internalization and deriving a model for predicting the uptake kinetics of MNP (Chapter 6).
Third, based on the MNP-cell interaction analysis, the effects of MNP internalization on particle
heating are examined using artificial in situ model systems, which mimic the states of intracellular
MNP (Chapter 7). Finally, the efficacy of MFH on pancreatic tumor cells is assessed in vitro
using low MNP concentrations and the main parameters contributing to MFH effectiveness are
identified (Chapter 8).

Short Description of each Chapter

This thesis is divided in seven main chapters. Chapter 2 provides background knowledge on key
topics covered in this thesis: First, a basic introduction to the physical principles of magnetism
with special focus on superparamagnetism is given, followed by an overview of the physical
concepts governing the particle relaxation and heating processes. Moreover, the state-of-the-art
in applying MFH in tumor therapy is summarized, also explaining how the application of MFH
can be implemented in a treatment approach for pancreatic tumor therapy. Lastly, the chapter
concludes with a description of the mechanical properties of hydrogels that are later used as
tissue-mimicking modeling systems to incorporate MNP (cf. Chapter 7).

Chapter 3 presents the simulations of magnetic particle relaxation used to predict optimized
particle heating. It first outlines the current state of research on simulating magnetic particle
heating and, second, explains the implementation of the Monte-Carlo-based (MC-)simulation
employed for predicting particle heating in this thesis. The simulation results are verified and
compared to common theories of particle heating. From this, general trends for particle heating
in dependence of MNP properties and AMF parameters are derived, which are later used to
derive the optimal MNP properties and AMF parameters for maximum particle heating (cf.
Chapter 5).

Chapter 4 describes the synthesis of MNP and covers the characterization of MNP properties.
Each characterization technique used is introduced briefly by explaining the experimental pro-
cedure, followed by the analysis and discussion of the characterization results and the specific
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MNP properties. These MNP properties are key parameters for the investigations of particle
heating, MNP-cell interactions and intracellular particle heating effects in all following chapters.

Particle relaxation and heating measurements are presented in Chapter 5. This chapter in-
troduces magnetic particle spectroscopy (MPS) as a means of characterizing MNP relaxation
processes. Following, the particle heating of each MNP system is analyzed and discussed on
the basis of the predictions of particle heating in dependence of MNP properties and AMF
parameters derived from MC-simulations in the previous Chapter 3. Most importantly, MC-
simulation results for particle heating are validated against experimental data. These validated
MC-predictions are then employed to predict the optimal MNP properties and AMF parameters
for maximum particle heating, answering research question 1 from above.

Chapter 6 investigates MNP-cell interactions with special consideration of changes in MNP
morphology upon internalization inside cells and the quantitative description of the MNP uptake
kinetics. A mathematical model is developed and fitted to the uptake kinetics, allowing to
predict the amount of intracellular MNP for arbitrary incubation times. Key factors of how
MNP arrangement, mobility and magnetic properties are affected upon MNP uptake inside
cells are identified and quantified: Most importantly, MNP are found to be immobilized and
agglomerated intracellularly. Overall, this chapter is dedicated to answer research question 2
from above.

On the basis of MNP immobilization and agglomeration effects inside cells from the previous
Chapter 6, MNP model systems are presented in Chapter 7, which allow the study of the
effects of either immobilization or agglomeration on particle heating in isolation. Therefore,
MNP are suspended in two hydrogels of tunable mesh size, allowing the gradual control of the
degree of immobilization of the incorporated MNP. Moreover, two systems of controlled MNP
agglomeration are prepared, one of which even allows the evaluation of the combined effect
of immobilization and agglomeration simultaneously. This chapter answers research question 3
from above.

In the last main Chapter 8, the efficacy of MFH applied to pancreatic tumor cells after incubation
with low MNP concentrations is studied and the cytotoxic effects of MFH treatment are assessed.
The superior efficacy of MFH compared to standard hyperthermia is demonstrated and reveals
the presence of so-called nanoheating effects on the cellular level during MFH application.
Furthermore, three main factors for controlling and improving MFH efficacy are identified:
The overall particle heating performance, the amount of MNP internalized inside cells and the
duration of treatment. These three factors can be combined in the single parameter of the
thermal energy deposited per cell (TEC), allowing to assess the efficacy of MFH for specific
tumors individually. In this way, Chapter 8 provides an answer to research question 4.
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2. Background

This chapter introduces to the basics of nanomagnetism, magnetic particle relaxation, imaging
and heating, as well as the current status of applying particle heating in tumor therpay and the
use of hydrogels as tissue-equivalent model systems in biomedical applications. In detail, the
basics of the theory of magnetism precedes the current chapter in Section 2.1. This section
forms the foundation for a subsequent summary on the physics of magnetic particle relaxation
in Section 2.2, followed by a brief introduction in the principles of magnetic particle imaging
in Section 2.3. Subsequently, the physics of magnetic particle heating are explained in Section
2.4, including the leading mathematical theories developed for describing particle heating. An
overview on the present-day applications of magnetic fluid hyperthermia is given in Section 2.5,
where also a treatment strategy for the example of pancratic tumors is discussed. Finally, Sec-
tion 2.6 concludes the present chapter by reviewing the application and mechanical description
of hydrogels as tissue-equivalent model systems.

2.1. Theory of Magnetism

Generally, the phenomena of magnetism are easy to measure experimentally, but very complex
to explain theoretically. Only when applying quantum mechanics down to the atomic scale,
can a satisfactory explanation be given. The following sections are compiled to explain the
basic magnetic phenomena (Section 2.1.1) neccessary to understand the concepts of magnetic
anisotropy (Section 2.1.2) and superparamagnetism (Section 2.1.3). To this end, this section
focuses on illustrating and understanding these phenomena rather than on complex calculation
and is based on the concepts from [13] and [14], if not mentioned otherwise.

2.1.1. Basics of Magnetism

Materials exposed to a magnetic field, H, acquire a magnetization, M . This magnetization
originates from the alignment of the magnetic (dipole) moments, m = gµBJ , of each individual
atom within the material and is defined per unit volume, V , as M = 1

V

∑N
n=1 mn. Here,

g = 2.0023 is the Landé-factor for electrons, µB = 9.274 · 10−24 A ·m2 is the Bohr magneton
and J = L + S is the atom’s total angular momentum, combining the orbital momentum L

and the intrinsic atomic momentum S, denoted as spin. For most materials the magnetization
aligns with an applied magnetic field, H, linearly according to

M = χ ·H. (2.1)

χ is the magnetic susceptibility, which is generally a three-dimensional tensor. For homogeneous
and isotropic materials all non-diagonal entries vanish and χ reduces to a scalar.
The response of any material to the applied magnetic field, H, is called magnetic induction,
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2. Background

B, and is defined by

B = µ0(H + M), (2.2)

with the magnetic constant µ0 = 4π · 10−7 N A−2. If a magnetic material is inserted into the
magnetic field H in free space, a demagnetizing field, Hd, develops inside the material. Hd

opposes the intrinsic magnetization of the material, M , and can be approximated for magnetic
materials of ellipsoidal shape as

Hd = −Nd ·M (2.3)

with the demagnetizing factor Nd, which is a function of the geometry of the material (e. g.
Hd = 1/3 for a spherical magnet). Therefore, the field inside a magnetic material actually reads
Hin = H + Hd.
By introducing the susceptibility from eq. (2.1) in eq. (2.2) one obtains B = µH, with the
permeability

µ = µ0(1 + χ) = µ0µr. (2.4)

The relative permeability µr is used to classify all materials according to their magnetic behavior.
Note that this classification is not without exceptions but provides a simple basis, upon which
five different types of magnetism can be distinguished, divided according to the arrangement
and interaction of the materials’ atomic magnetic moments and the temperature dependence
of the materials’ magnetization:

Diamagnetism (DM)
For diamagnets µr < 1 holds as their susceptibility is −1 < χDM < 0. With no external
magnetic field applied, the net magnetic moment of each individual atom of the diamagnet is
zero. Typical examples are materials with completely filled electronic shells (e. g. noble gases
such as argon or neon) or semiconductors with strong covalent bonding (e. g. silicon, diamond).
Only when a magnetic field is applied a magnetic moment arises from the precession of the
electron orbits around the direction of the field. The magnetic moment is proportional to the
field strength according to eq. (2.1), but in the opposite direction of the field, with χDM < 0.
On a side note: Diamagnets with χDM = −1 form the special class of ideal superconductors. In
the superconducting state, usually accessible only at very low temperatures close to T = 0 K,
these materials expel the magnetic induction B from their interior and pass electric currents with
zero resistance. Note that diamagnetism is present in all known materials but is weak compared
to the other types of magnetism (s. below). Hence it is usually not detectable experimentally
in para- or ferromagnets as it is dominated by the response of the atomic magnetic moments
to the applied field.
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2.1. Theory of Magnetism

Paramagnetism (PM)
Paramagnets follow eq. (2.1) with µr > 1 and thus 0 < χPM < 1. PM is observed in metals
like aluminum, gold and copper [15]. On a microscopic scale, paramagnets differentiate from
diamagnets as the magnetic moment of each atom is not equal to zero in the absence of an
external magnetic field. When the magnetization in zero field is measured however, DM and
PM are indistinguishable and both show |M | = 0. Even though paramagnets have magnetic
moments for each atom, they add up to zero net magnetization in the ensemble average at
room temperature, since the thermal energy is sufficiently high for the magnetic moments to
orientate randomly due to thermal fluctuation. Applying a weak magnetic field aligns some of
the magnetic moments, resulting in a small net magnetization. As the field is increased, more
and more magnetic moments align along the direction of the field, usually following a linear
increase in M (corresponding to a constant susceptibility χ, eq. (2.1)). If the temperature
is increased at constant field instead, the additional thermal fluctuation causes a decrease in
M and in χ. Generally, the susceptibility χ is inversely proportional to the temperature T ,
described by Curie’s law of paramagnetism, reading:

χPM = C/T, (2.5)

with C = µ0N |m|2
3kB

, where N denotes the number of magnetic moments in the entire paramag-
netic ensemble, each with the magnetic dipole moment magnitude |m|. Note that eq. (2.5)
is only valid for T < TC, where TC is the Curie temperature, an experimentally determined
parameter characteristic for a specific paramagnetic material.
Paramagnets can be described in theory by assuming equal magnetic moments for each atom
that only interact with the field H, but not with each other, and have a total angular momen-
tum quantum number J . The magnetization of such an idealized paramagnet with N atoms is
mathematically described by

M = N · gµBJ ·BJ(x) = N ·m ·BJ(x). (2.6)

With the Brillouin function

BJ(x) = 2J + 1
2J

· coth
(2J + 1

2J
·x

)
− 1

2J
· coth

( x

2J

)
(2.7)

and x = m ·H
kBT

.

BJ(x) is a function of temperature, T , and the Boltzmann constant, kB = 1.3806 · 10−23 J/K.
For small fields H � 1, and thus x � 1, eq. (2.7) can be expanded in a Taylor series reading
to first order approximation BJ(x) ≈ J+1

3J ·x + O(x3). Inserting this Taylor series in eq. (2.6)
yields the linear relationship generally observed for paramagnets M ∝ H (cf. eq. (2.1)).

Ferromagnetism (FM)
A few materials (primarily iron, nickel, cobalt and their alloys [15]) display a permanent mag-
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netization even in the absence of an applied external field. They are called ferromagnets. With
µr � 1, ferromagnets show the highest magnetization of all magnetic materials, when exposed
to an external field H. FM is caused by the individual atoms’ spins that interact with each
other via a strong but short-ranged interaction, aligning neighboring spins in parallel arrange-
ment. This so-called exchange interaction causes a permanent spin order within ferromagnets
and leads to a permanent magnetization.

Ferromagnetic Hysteresis Ferromagnetic materials do not fulfill eq. (2.1) and exhibit a
previous-magnetization-dependent response when exposed to H, called hysteresis. A typical
hysteresis curve (loop) is depicted in Fig. 2.1, where the magnetization M is plotted versus the
applied external field H. The enveloping loop can be recorded by applying a sufficiently strong

M 

H 

Fig. 2.1.: Schematic diagram of a hysteresis curve M(H). The enveloping loop marks the major hysteresis
loop, reaching saturation magnetization, MS, for large fields |H| > HC. M = 0 when the coercivity
field, |H| = HC, is applied, whereas for H = 0 a permanent magnetization called remanence, Mr,
remains. The inner curve shows a minor loop for small H. The dashed line markes the virgin curve.
The mircoscopic regions of uniform spontaneously aligned magnetization, called domains, are marked
at two destinct points (at positive saturation for large H and at H = 0). Barkhausen steps arise from
irreversible domain wall motions on the microscale (shown in zoom). Adapted from [13].

field to align all magnetic moments with the field and reach the saturation magnetization MS.
When H is reduced to zero a permanent magnetization |M(H = 0)| = Mr, the so-called re-
manence, remains within the ferromagnet. Now applying H in the opposite direction, a certain
field strength is required to reset M = 0. This field is named coercivity HC. Both segments of
the hysteresis curve, going from |H| = 0 to |H| = ±HC are denoted as demagnetizing curves.
By applying an equally strong and saturating field in the opposite direction, the lower tail of
the loop can be traced. The entire outer loop is named major (hysteresis) loop. The loops
are actually a whole continuum of curves enveloped by the major loop. The smaller curves do
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2.1. Theory of Magnetism

not reach MS for applied fields below coercivity, |H| < HC and are thus denoted as minor
hysteresis loops. By adapting |H| appropriately, every remanent magnetization value between
−Mrr < |M | < +Mr can be selected. Ferromagnets can lose their permanent (remnant)
magnetization, meaning to set M = 0 for H = 0, either by cycling the applied field with
steadily decreasing amplitude or heating the ferromagnet above the critical Curie-temperature
T > TC (e. g. TC ≈ 1 041 K for Fe). Above TC the spin order characteristic for FM is broken
by thermal fluctuation and the ferromagnet behaves like a paramagnet with µr > 1. A third
way of demagnetizing a ferromagnet is to mechanically break the spin order, e. g. by forcefully
throwing it to the ground. However, this methods holds a high risk of damaging the ferromagnet
permanently.

Magnetic Domain Formation A qualitative description of the magnetic properties of ferro-
magnets was first introduced by Pierre-Ernst Weiss in 1907. Weiss stated that atomic magnetic
moments (later named spins, as is also the denotation throughout this thesis) align against
thermal fluctuation in areas within the ferromagnet and he termed those areas of aligned spins
(magnetic) domains [16]. Within a single domain, some exchange interaction (definded below,
cf. eq. (2.8)) between spins aligns them parallel to each other. Between domains, however,
the direction of the magnetization vector varies, if no external field is applied. Thus, when the
bulk magnetization over many domains is measured in the absence of a field, the superposition
of the randomly oriented domain magnetization vectors yields |M | < MS, as not all vectors
are aligned. An external field H forces the domain walls to shift position. As some of these
positions lead to preferred local minima in the total energy of the crystal, the random shift of the
walls causes a discontinuous change in magnetization on the microscale, known as Barkhausen
steps [17]. Consequently, the magnetization in a gradually increasing field occurs in discontinu-
ous steps on the microscale as sketched in Fig. 2.1. A sufficiently large field (|H | ≥ HC) aligns
all domains and the full saturation magnetization MS is reached. When the field is reduced after
saturation, the domains remain in their newly preferred orientation and the overall addition of
domain magnetization vectors yields |M | = Mr for H = 0.
The formation of domains originates from the interaction between exchange and anisotropy en-
ergies within a ferromagnetic crystal, which are explained briefly in the following: The (Heisen-
berg) exchange interaction is the short-ranged (between next neighbors) but strong quantum
mechanical mechanism between atomic spins that aligns these spins parallel to each other. Its
energy, εex, can be summed over all atoms in the crystal pair by pair, i, j, reading

εex = −2 ·
∑

i�=j
JijSi ·Sj , (2.8)

with the factors Jij , the so called exchange integrals, describing the strength and range of the
interaction. Jij is accessible by experiment from the Curie temperature, TC, where the magnets
saturation magnetization becomes zero and therefore TC is a natural measure for the strength
of the atomic exchange interaction.
Anisotropy within ferromagnets arises from the spin-orbit interaction, which mainly couples the
electronic orbits to the crystallographic structure. Further contributions to anisotropy arise
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from geometrical deviance from spherical symmetry and spin-canting effects at the surface of
nanosized ferromagnets. These different contributions to anisotropy are discussed in detail in the
next Section 2.1.2. For now, simply consider the total effective anisotropic energy εai resulting
from these contributions (cf. eq. (2.21) for a mathematical definition). The anisotropy energy is
generally much lower than the exchange energy εex � εai. But since the exchange interaction is
always isotropic in space, the direction of magnetization M in a domain is exclusively determined
by anisotropy energy εai. The preferred directions of magnetization within the crystal, i. e. those
directions, where εai is minimal, are named easy axes
Both the exchange and anisotropy energies compete with a third energy, named magnetostatic
or demagnetizing energy, εms, whose energy reads

εms = −µ0
2

∫
M ·Hd dV. (2.9)

with the magnetization M and the demagnetizing field Hd, while the integration is over the
whole volume of the ferromagnetic body, V and the factor 1

2 corrects the otherwise twofold
counting of the interaction between two atoms. εms is a complicated function of the domain
geometry and therefore also denoted shape anisotropy (cf. Section 2.1.2). The magnetostatic
interaction is long-ranged compared to the exchange interaction, spanning many atoms or several
hundreds of nanometers. The energy εms is stored in a magnetic stray field (s. Fig. 2.2). The

Fig. 2.2.: Magnetic domains and domain wall formation: (a) shows a single domain with the magnetization �M
directed from magnetic south S to magnetic north N. The stray field is large and the magnetostatic
energy εms is maximal. In comparison, in (b) two domains and even four in (c) reduce the stray field
and consequently εms remarkably. But this reduction comes at the expense of an increase in exchange
energy εex, which causes a gradual reversal of the spin direction between domain 1 and domain 2 across
the length D, as shown in (d). Adapted from [18].

three energies, εex, εai and εms allow for a deeper understanding of the formation of domains
in a ferromagnetic crystal, since the magnetization direction, strength and area of the domains
are governed by minimizing the net energy

εnet = εex + εai + εms (2.10)

10



2.1. Theory of Magnetism

with εex ∼ εms � εai.

The interplay between energy minimization of εex by aligning spins parallel and εms by reducing
the stray field causes the formation of magnetic domains, as shown in Fig. 2.2. Furthermore, εex

is responsible for the gradual change of the magnetization vector M between domains, called
domain walls, cf. Fig. 2.2d. Here, εex aims to keep the angular separation between neighboring
spins minimal, which increases the wall thickness. εex competes with the anisotropy energy εai,
to which the spins favorably align along the easy axes (directions of easiest magnetization, s.
sec. 2.1.2 for details) and thus forms comparatively thinner walls. The actual wall thickness,
D, is a result of the equilibrium between exchange and anisotropy energy.

Antiferromagnetism (AFM)
In antiferromagnets the neighboring spins show a strong but negative (i. e. repulsive) interation,
therefore they align anti-parallel to each other. The spins, all originating from a single magnetic
species, are distributed in equal numbers on two interpenetrating, antiparallel crystal lattices.
Consequently, they add up to zero net magnetization in the absence of an applied field. Antifer-
romagnetic materials typically show paramagnetic properties at room temperature but display a
complex behavior in susceptibility χ below a critical temperature, named the Néel temperature
TN: For T < TN, antiferromagnetic spins align in the characteristic antiparallel spin order and
χ depends on whether H is applied perpendicular or parallel to the orientation of the spins.
Common AFM examples are cobalt(II)oxide (CoO), nickel(II)oxide (NiO) and wustite (FeO) [15].

Ferrimagnetism (FeM)
In materials with two or more magnetic species, their different magnetic moments and sub-
lattices give rise to a strong and negative interaction between the individual species’ spins,
leading to an anti-parallel arrangement of these spins. In contrast to AFM, neighboring atoms
have different magnitudes of magnetic moments. Therefore, ferrimagnets show a non-zero
(permanent) net magnetization in zero magnetic field below a critical temperature. As this
magnetization is permanent as in ferromagnets, this critical temperature is also denoted Curie
temperature, TC. For T > TC the spin order of FeM is broken by thermal fluctuations in
the same way as described above for FM. Typical ferrimagnetic materials are oxides, including
iron-oxides maghemite (γ-Fe2O3) and magnetite (Fe3O4), which will be used throughout this
thesis.

2.1.2. Magnetic Anisotropy

Experiments reveal that the magnetization of a ferromagnet (or a antiferro- or ferrimagnet for
that matter) has a preferential orientation along certain internal directions. These preferential
directions depend on the crystallographic structure, the magnet geometry, mechanical stress
within the magnetic material or — in the case of small magnetic objects — spin-canting at the
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surface. These four dependencies are referred to as magnetocrystalline (with energy εmc),
shape (or magnetostatic) (εms), stress (or magnetoelastic) (εme), and surface anisotropy (εsur),
respectively. They all contribute to the net anisotropy energy, εai, reading

εai = εmc + εms + εme + εsur. (2.11)

and will be discussed individually briefly in the following. Note that the general description
will be discussed in more detail for the special case of spherical magnetic nanoparticles, where
appropriate.

Magnetocrystalline Anisotropy

Every magnet exhibits magnetocrystalline anisotropy, which arises from spin-orbit interaction:
The symmetrical order of atoms in the crystal lattice generates electrostatic fields that couple
with the electronic orbits, which in turn are interacting with the electronic spins. This results
in preferential directions of magnetization. Directions, in which saturation magnetization is
reached easiest (i. e. at lowest applied fields) are called easy axes and those directions along
which magnetizing is most difficult, hard axes. Depending on the crystallographic structure of
the magnetic material, generally, two different formulations of magnetocrystalline anisotropy —
uniaxial and cubic anisotropy — are discussed:

Uniaxial Anisotropy In crystals with only one easy axis, e. g. hexagonal crystals such as cobalt,
the magnetocrystalline energy is isotropic for any given angle, ϕ, in the plane perpendicular to
the easy axis. The anisotropy of such crystals is therefore uniaxial and the magnetocrystalline
anisotropy energy is given by:

εu
mc = KuV · sin2(θ). (2.12)

Where Ku denotes the temperature-dependent uniaxial anisotropy constant, which is usually
determined experimentally,1 V is the sample volume and θ describes the angle between the easy
axis and the direction of magnetization. Note that eq. (2.12) is an approximation, only taking
into account the dominant contribution to angle-dependent anisotropy (since the direction of
magnetization inside a magnet is exclusively determined by the angular dependency of εai, as
stated in Section 2.1.1).

Assuming spherical magnetic nanoparticles with a particle magnetic moment m (equivalent to
the magnet’s magnetization, M , mentioned above), eq. (2.12) simplifies further to:

εu
mc = KuV · (m ·n)2, (2.13)

1Anisotropy constants of thin film materials are for example determined by angle-dependent ferromagnetic
resonance (FMR) measurements [19]. However, magnetic nanoparticles, as used throughout this thesis, are
very challenging to prepare for FMR measurements.
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2.1. Theory of Magnetism

where θ marks the angle between m, and the particle easy axis, n, and further assuming that
m, n ∈ K, where K is the unit sphere.

Cubic Anisotropy Cubic crystals (such as iron and nickel, but also iron-oxides as used in this
thesis) posess more than one easy axis of magnetization. Therefore, their magnetocrystalline
energy, εc

mc, depends on the direction that the magnetization vector M makes with the principal
crystallographic axes of the crystal [14]: These directions can be expressed as the directional
cosines of M , α1 = cos(a), α2 = cos(b) and α3 = cos(c), defined as shown in Fig. 2.3. Using

Fig. 2.3.: Sketch of the directional cosines of the magnetization M : α1 = cos(a), α2 = cos(b) and α3 = cos(c).
Adapted from [14].

these directional cosines, εc
mc reads:

εc
mc = Kc1V · (α2

1α2
2 + α2

2α2
3 + α2

3α2
1) + Kc2V ·α2

1α2
2α2

3, (2.14)

with the sample volume V and the cubic anisotropy constants Kc1 and Kc2 . As explained
for uniaxial anisotropy already, the angle-independent terms were neglected again. Typical
values are Kc1 ≈ 48 kJ/m3 and Kc2 ≈ 5 kJ/m3 for iron [14] and Kc1 ≈ −11 kJ/m3 and
Kc2 ≈ −3 kJ/m3 for magnetite at room temperature [20]. The directions of the easy axes in
a cubic crystal depend on the sign of Kc1 and Kc2 , as depicted in Fig. 2.4. Knowing that
Kc1 < 0 and Kc2 < 0 holds for magnetite at room temperature [20], one directly sees from
Fig. 2.4 that the easy axis aligns along the [111]-direction in magnetite.

The Anisotropy Field The forces binding the magnetization to the easy axes can be expressed
in terms of a pseudo-field, denoted anisotropy field, HK. This field is parallel to the easy axes
and defined by the torque, τ = µ0M × HK = dεmc

dθ , on the magnetization M with the angle
between easy axes and M , θ. For small angles sin(θ) ≈ θ and with |M | = MS the saturation
magnetization, a general approximation for the magnitude of the anisotropy field yields

|HK| = HK = 2Ki

µ0MS
, (2.15)

with i = u, c, for uniaxial or cubic anisotropy.
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Fig. 2.4.: Directions of magnetization along easy axes for cubic crystals as a function of the anisotropy constants
Kc1 and Kc2 . The direction [110] is shown in red (holds for the shaded region). Adapted from [14].

Shape Anisotropy

Shape anisotropy arises from the divergence in the magnetization at the surface of a magnet,
generating a stray or demagnetizing field, as described previously in eq. 2.9. In the following,
a solution to the integration for εms (cf. eq. (2.9)) is presented for the case of a prolate
spheroid: Assuming the magnetization in the x-z-plane with Mx

S = MS · sin(θ) and My
S =

MS · cos(θ), the angle between the direction of magnetization and the easy axis is denoted as
θ. If the dimensions of the spheroid are elongated along the z-axis, with lx = ly < lz and the
demagnetization factors Nx, Ny and Nz are known, εms can be expressed by

εms = 1
2µ0NzM2

SV + 1
2µ0(Nx − Nz)M2

SV · sin2(θ) := K0V + KshV · sin2(θ). (2.16)

The easy axis of a prolate spheroid determined by shape anisotropy is therefore governed by the
strength of the shape anisotropy constant Ksh with respect to the other anisotropy constants,
while K0 can be neglected as it has no angle dependency.

Stress Anisotropy

A magnetic material subjected to a sufficiently strong magnetic field changes its dimensions,
which changes of overall volume, V . This places mechanical stress (or strain) on the crystal
lattice, which in turn induces preferential directions for the magnetization vector known as stress
or magnetoelastic anisotropy. The magnetoelastic energy of a cubic crystal under stress can be
described in terms of the elastic stress σs and the magnetostriction constant λs:

εme = 3
2

∫
σs ·λsdV (2.17)
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integrated over the entire magnetic volume, V . For isotropic crystals and uniform stress, eq.
(2.17) simplifies to

εme = Kme sin2(ϑ), (2.18)

with ϑ the angle between magnetization, M , and the applied stress direction and Kme =
3
2 σs ·λs. Typical values of magnetostriction constants are λsFe,bcc = −7 for polycrystalline iron
and λFe3O4 = 40 for polycrystalline magnetite [14].

Surface Anisotropy

Nanostructured magnetic objects (such as magnetic nanoparticles), which are characterized by
a significant surface to volume ratio (and therefore a relatively large number or surface atoms),
can additionally experience surface anisotropy. Here, the deviations from crystal symmetry at
the surface due to structural defects, broken exchange bonds and surface strain can dominate
the magnetocrystalline and shape anisotropy effects [21]. The effective anisotropy increases
as the size of spherical nanomagnets decreases [22], which is described very well by an ef-
fective anisotropy constant, adding bulk (core) anisotropy, KB , and surface anisotropy, KS ,
contributions:

Keff = KB + 6
d

KS, (2.19)

where d is the particle diameter. The surface anisotropy energy arises solely from KS and reads

εsur = KS V
6
d

. (2.20)

Total Anisotropy Energy of Spherical Nanomagnets

Throughout this thesis, spherical nanomagnets, so-called magnetic nanoparticles, are considered,
whose high geometric symmetry influence the anisotropy contributions as follows: For ideally
spherical nanoparticles, shape anisotropy contributions average to zero, therefore, εms = 0.
Note that the same argument should hold for surface anisotropy contributions. However, in
reality, the surface roughness and spin disorder of the nanostructure of nanoparticles induce an
effective surface anisotropy, εsur �= 0. Lastly, the magnetoelastic anisotropy contributions are
very small due to the nanoparticle small size and are therefore neglected, εme ≈ 0. Hence, the
net anisotropy energy reduces to

εai ≈ εmc + εsur, (2.21)

which can be rewritten in terms of eqs. (2.13) and (2.14) (depending on uniaxial or cubic
crystal structure), containing the modified effective anisotropy constants, combining bulk and
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surface anisotropy contributions from eq. (2.19):

εu
ai = Keff,uV · (m ·n)2, with Keff,u = Ku + 6

d
KS (2.22)

and

εc
ai = Keff,c1V · (α2

1α2
2 + α2

2α2
3 + α2

3α2
1) + Keff,c2V ·α2

1α2
2α2

3, (2.23)

with Keff,c1 = Kc1 + 6
d

KS and Keff,c2 = Kc2 + 6
d

KS.

2.1.3. The Origin of Superparamagnetism

When decreasing the dimensions of a ferromagnet (or antiferro- or ferrimagnet as well) below a
certain size, it is energetically no longer efficient to form domain walls (cf. Section 2.1). Mag-
netic objects below this size will be called magnetic nanoparticles (MNP) or simply (magnetic)
particles throughout this thesis. This critical size is d < 100 nm for typical MNP materials like
Fe3O4, FePt or nickel [23].
For a quantitative description, one assumes a simple system of only next-neighbor exchange
interaction and uniaxial anisotropy, eqs. (2.8) and (2.12), in which the energy is given by

ε = KuV sin2 θ − |m||H| cos(θ). (2.24)

Equation (2.24) describes the energy landscape in dependence of θ, the angle between the
direction of magnetization and the easy axis. ε(θ) is plotted in Fig. 2.5 and has two minima:
one at θ = 0 with ε1 = −|m||H| and the other one at θ = π with ε2 = +|m||H|. The one
maximum is at θ = arccos(−|m||H|/(2KuV )) with εm = KuV ·

(
1+(|m||H|/(2KuV ))2)

. At

Fig. 2.5.: Energy ε for spherical magnetic particles with uniaxial anisotropy. The two minima at θ = 0 and
θ = π are separated by an energy barrier caused by anisotropy with the maximum εm at θm =
arccos(−|m||H|/(2KuV )) (s. inset for zoom). Adapted from [18] and inspired by [13].

thermal equilibrium the magnetization, M , resides in the vicinity of the minima ε1,2, separated
by the energy barrier ∆E1,2 = εm − ε1,2. The initial position of the particle (whether minimum
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1 or 2) is determined by the initial direction of the magnetization. The magnetization can flip
its direction if the thermal energy exceeds the energy barrier, e. g. when thermally activated.
The rate of flips, ν, across the energy barrier from one minimum to the other is approximated
by ν ∝ exp(−(KuV (1 ± (H0MS)/(2Ku))2)/(kBT )). ν is independent of the direction of the
flips in the case of H = 0 (i. e. the energy barrier is of equal height, ∆E1 = ∆E2). The
average time τ = 1

ν between one flip of M between the two minima due to thermal activation
is called relaxation time:

τ = τ0 · eψ, (2.25)

with τ0 = MS
2Kuγ

·
√

π

ψ
, ψ = KuV

kBT

and the electron gyromagnetic ratio γ0 = 1.76 · 1011 rad ·Hz/T. Obviously, the relaxation time
is exponentially dependent on the particle magnetic volume, V = VM = 1

6πd3
M, with the particle

magnetic size (diameter), dM: Within a rather short range of decreasing dM, the relaxation time
changes rapidly from large to small values by several orders of magnitude.
Superparamagnetism can be observed if measuring the particle magnetization over a specific
time texp: If τ � texp, no change in magnetization is observed during the experiment. However,
if τ � texp holds, the magnetization vector flips back and forth many times during the experi-
ment, as thermal fluctuations dominate anisotropy effects. Therefore for H = 0, the measured
value of magnetization averaged over the time texp is zero. Whereas for a sufficiently high field
the magnetization M aligns with the applied field against the preferential direction defined by
anisotropy, i. e. H ≥ HK (cf. eq. (2.15)). As described in Section 2.1, M reaches saturation
for |H| > HC. The interaction energy between M and H can be described by simplifying eq.
(2.24) to ε = −|m||H| cos θ (cf. eq. (2.38) in the following Section). Hence, the magnitude
of magnetization MH parallel to an applied field is described as the average of the angle θ over
many particles

|MH| = |M | · 〈cos θ〉 = MS ·L(ξ), (2.26)

where

L(ξ) = coth(ξ) − 1
ξ

(2.27)

with ξ = m ·H
kBT

= µ0VMMSH0
kBT

, (2.28)

with the amplitude of the applied field H0. L(ξ) is called the Langevin function, which is also
the limit of the Brillouin function (eq. (2.7)) for high spin quantum numbers, S → ∞. Note
that L(ξ) is valid for non-interacting magnetic moments that are assumed to be homogeniously
distributed inside the magnet (isotropic distribution) [24]. Furthermore, the Langevin function is
defined under the assumption that MNP are always at thermal equilibrium, i. e. that the applied
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field vector, H is always parallel to the magnetization vector of the MNP, M . This assumption
is only true for static applied fields, as otherwise, the MNP show relaxation phenomena, which
is why in the next Section 2.2 the MNP relaxation including thermal fluctuations are discussed
in detail.

Such a magnet behaves like a ferromagnet without hysteresis but with a high saturation magne-
tization, as several thousand spins are aligned as a result of the single domain nature (compared
to only single spins in paramagnets). This phenomenon of "loss of ferromagnetism" in small
particles in dependence of the time-scale of the experiment and the temperature is therefore
known as superparamagnetism (SPM), with ’super’ referring to the high saturation and ’param-
agnetism’ to the paramagnetic behavior. The respective M(H)-curve is depicted in Fig. 2.6a.

The Blocking Temperature Superparamagnetism may also be induced by temperature (not
just by the time-scale of the experiment, as described in the paragraph above): Assuming a
typical value of texp = 100 s for static magnetic measurements such as SQUID [14], one can
see from the exponent in eq. (2.25), that a particle of known anisotropy constant Ku and
known magnetic volume, V = VM, shows superparamagnetic behavior with τ � texp for tem-
peratures T high enough to induce thermal fluctuations of the particle’s magnetic moment.
Decreasing the temperature, superparamagnetism is lost and the particle’s magnetic moment
will be blocked for τ ≥ texp. The temperature where τ = texp holds is denoted as the blocking
temperature, T = TB. By measuring the sample magnetization as a function of tempera-
ture in zero-field-cool (ZFC) experiments, the characteristic blocking temperature of the whole
particle size distribution can be estimated. Furthermore, the mean anisotropy energy barrier,
∆E = KeffVM, can be estimated and from this the effective anisotropy constant Keff can be
calculated — provided that the particle magnetic volume VM is known. Comparing TB of MNP
of nominally equivalent particle magnetic size can also give a qualitative interpretation of the
effect of magnetic dipole-dipole particle interactions. For a ZFC measurement, the sample is
cooled from its superparamagnetic state with zero field applied, freezing all particles’ magnetic
moments in random orientation. At low temperature (e. g. T = 5 K), a small magnetic field,
e. g. H = 1 mT/µ0 (≈ 800 A/m), is applied and the sample magnetization, M is recorded
under gradual temperature increase. As T increases, M increases as well, as more and more
particles are passing over their blocking temperature and their magnetic moments align with
the applied field. Above a certain temperature, T > Tmax, M decreases again, as thermal fluc-
tuations dominate the applied field, randomly orienting the particle magnetic moments again.
From the peak in temperature, Tmax, one can estimate the mean blocking temperature, TB.
In the complement field-cooled (FC) experiment, the small field, H, is applied at room tem-
perature and the sample is consecutively cooled. As T decreases, M increases as the thermal
fluctuations lessen and the particles’ magnetic moments align with H upon blocking (freezing).
M will continue to increase up to its saturation temperature, Tsat. For temperatures below the
so-called branching temperature, T < Tbra, the ZFC and FC magnetization curves branch off,
while for T > Tbra the ZFC and FC curves superimpose (i. e. MZFC = MFC), as all particles
relax driven by thermal fluctuation. An exemplary ZFC-FC curve is depicted in Fig. 2.6b.

18



2.2. Physics of Magnetic Particle Relaxation

Fig. 2.6.: (a) magnetization curve of a superparamagnetic material; no hysteresis is measured. The saturation
magnetization, MS, is reached for applied fields |H0| > Hsat. (b) Zero-field-cooled/field-cooled (ZFC-
FC) magnetization curves; the ZFC and FC curves separate for T ≤ Tbra, the ZFC curve peaks at
T = Tmax, and the FC curve saturates for T ≤ Tsat. (b) adapted from [14].

2.2. Physics of Magnetic Particle Relaxation

When MNP are exposed to an external alternating magnetic field (AMF),

Hac(t) = H0 · cos(2πf · t), (2.29)

with the field amplitude, H0, the frequency, f , and the time of exposure, t, they begin to rotate
with the magnetic field. At the same time, their internal magnetic moment m with

|m| = µ0MSVM, (2.30)

where MS is the saturation magnetization, VM = π
6 d3

M the particle magnetic volume and µ0

the permeability of free space, flips with a certain probability dependent on thermal energy
εtherm = kB ·T . This process of simultaneous rotation and flipping of the particle’s magnetic
moment is denoted as relaxation. In other words, there two ways for the magnetic moment
to relax in a particle: Brownian relaxation, which describes the rotation of the entire particle
relative to its surrounding and Néel relaxation, describing the internal rotation of the magnetic
moment, while the particle itself remains stationary [23, 25] (s. Fig. 2.7). At zero-field, their
contributions can be described via the characteristic Brownian and Néel relaxation times, τB

and τN, respectively, which are given by:

τB = πη

2kBT
· d3

H (2.31)
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τN = τ0 · exp( ∆E

kBT
) (2.32)

with the anisotropy energy barrier ∆E (which is typically ∆E = Keff ·VM, cf. eq. (2.25)),
the viscosity of the carrier liquid η, and the particle hydrodynamic size dH. As shown in the

m 

m 

m 

m 

H 

t = 0 t = 0 

t = t1 t = t1 

H 

Fig. 2.7.: Schematic diagram of magnetic particle relaxation processes in the presence of a magnetic field H ,
which is switched on at time t = 0: (a) particle rotation by revolving the entire particle relative to
its surrounding while the magnetic moment m remains stationary, called Brownian relaxation. (b)
relaxation of the magnetic moment m, while the particle remains stationary relative to its surrounding,
denoted as Néel relaxation. Note that m is aligned with H for both cases at time t = t1. Note further
that particles are drawn as prolate spheroids for emphasis of the relaxation mechanism; in reality, MNP
are assumed to be spherical.

previous Section 2.1.3, the magnetization dynamics of MNP can be described in terms of the
Langevin function L(ξ), Eq. (2.27). However, L(ξ) assumes an isotopic distribution of spins
within MNP [24] and therefore does not account for magnetic anisotropy. Furthermore, it is
valid only for thermal equilibrium and does not consider particle relaxation processes. Only if the
change in the applied field is slow enough for the magnetization of the MNP to follow the field,
i. e. the relaxation time τ is much smaller than applied field frequency, τ � 1/f , relaxation
effects can be neglected and L(ξ) accurately describes the magnetization of the MNP [24].
Applications such as magnetic fluid hyperthermia and magnetic particle imaging, however, rely
on relatively high field amplitudes H0 ∼ 10 mT and frequencies f ∼ 100 kHz, that force the
MNP response to the applied field well into the non-equilibrium regime, where τ ∼ 1/f . Here,
particle relaxation is driven by the applied field H and furthermore influenced by magnetic
anisotropy as well as by thermal fluctuations, overall resulting in hysteresis effects. These
relaxation contributions to the MNP magnetization can only be accurately characterized by
combined Néel-Brownian rotation relaxation dynamics, which are described mathematically as
follows: The internal magnetic moment of a particle, mi, rotates within the particle magnetic
volume as described by the Landau-Lifshitz-Gilbert (LLG) equation [26,27]:

dmi

dt
= γ0

1 + α′2 · (Heff × mi + α′ ·mi × (Heff × mi)), (2.33)
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2.2. Physics of Magnetic Particle Relaxation

with the electron gyromagnetic ratio γ0, the (phenomenological) damping parameter α′ ∈ [0, 1]
and the effective field Heff (defined below, eq. (2.35)). Similarly, the Brownian rotation
dynamics can be described in terms of a generalized torque [28], Θ, acting on the easy axes
of a particle, ni, and depending on the surrounding fluid viscosity, η, and the hydrodynamic
volume, VH = π

6 d3
H:

dni

dt
= Θ

6ηVH
× ni. (2.34)

These two differential equations, eqs. (2.33) and (2.34), describe the combined Néel-Brownian
rotation relaxation dynamics for the general case of non-zero fields and at non-equilibrium
conditions. The physics governing the relaxation process is encoded in Heff and Θ, which are
determined using the Helmholtz free energy F = U − T ·Σ of the system, with the internal
energy U , temperature T and entropy Σ. When considering monodisperse MNP, entropy is
negligible, Σ ≈ 0, so that the effective field and generalized torque read:

Heff = 1
µ0

∂F

∂m
≈ 1

µ0

∂U

∂m
(2.35)

and

Θ = ∂F

∂n
× n ≈ ∂U

∂n
× n. (2.36)

The internal energy, U , includes contributions arising from the applied field H (εZee), particle
interaction (εpp-IA) and magnetic anisotropy (εai):

U = εZee + εpp-IA + εai, (2.37)

with the Zeeman term2

εZee = −m ·H, (2.38)

the magnetic dipole-dipole interaction exerted on an individual particle, with magnetic moment
m0 (cf. eq. (2.30)) located at an arbitrary point R0, by all other particles that are at the
distance ri away from R0 and have the magnetic moment mi

εpp-IA =
∑

i

µ0
4πr3

i

(3(m0 · ri) · (mi · ri)
r2

i

− m0 ·mi

)
, (2.39)

and the magnetic anisotropy energy, εai, as described above in eqs. (2.22) or (2.23) for uniaxial
or cubic anisotropy, respectively.
This set of coupled equations, eqs. (2.33) - (2.37), describes the combined rotational relaxation
dynamics fully deterministically. However, in order to include thermal fluctuation, a stochiastic

2The Zeeman energy describes the applied (external) field energy inside a magnetized body of volume V . Its
more general form reads εZee = −µ0

∫
M ·HdV , which was solved here already for spherical MNP [14].
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term must be introduced to eqs. (2.35) and (2.36), giving [29]:

Heff = 1
µ0

∂U

∂m
+ Hth, (2.40)

and

Θ = ∂U

∂n
× n + Θth. (2.41)

These thermally generated fields, Hth, and torques, Θth, are expressed as Gaussian-distributed
with an approximately flat frequency distribution of noise (equivalent to white noise) defined
under the initial conditions

H i
th(t = 0) = 0 and Θi

th(t = 0) = 0, (2.42)

and with zero mean

〈H i
th(t)〉 = 0 and 〈Θi

th(t)〉 = 0. (2.43)

The magnitude of the thermal fluctuations is encoded in the averaged variances reading:

〈H i
th(t)Hj

th(t′)〉 = 2kBT

γ0|m|
1 + α′2

α′ δijδ(t − t′), (2.44)

〈Θi
th(t)Θj

th(t′)〉 = 12kBTηVHδijδ(t − t′), (2.45)

with i, j ∈ x, y, z, Cartesian spacial coordinates. The magnitude of fluctuations depends on
MNP parameters, as well as the Boltzmann constant, kB, and the temperature, T . Furthermore,
the magnitude is unambiguously defined in 3D-space (Kronecker-Delta function δij) and in time
(Dirac-Delta function δ(t − t′)). The introduction of thermal fluctuations by inserting eqs.
(2.40) and (2.41) in eqs. (2.33) and (2.34) makes this a set of coupled stochastic differentiable
equations (SDE), whose solution requires stochastic calculus schemes and numerical integration,
discussed in detail in the next Chapter 3; esp. Section 3.2.1.

In practice, calculating the relaxation dynamics of a single particle is meaningless for predicting
magnetization loops, M(H), for MNP solutions of typically concentrations of ∼ 1013 individual
particles per mL. Therefore, an ensemble of at least 1000 particles is usually simulated and
by calculating the ensemble average magnetization for different applied fields, one can predict
M(H) for any arbitrary set of particles core or hydrodynamic sizes, anisotropy constants, sat-
uration magnetizations and thermal fluctuations. This kind of numerically solving stochastic
problems in the limit of large populations in an ensemble is commonly called a Monte Carlo
method. Throughout this thesis, the simulations based on magnetic particle relaxation will
therefore be referred to as Monte Carlo (MC-)simulations, henceforth. The implementation and
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2.3. Physics of Magnetic Particle Imaging

extraction of data from such MC-simulated M(H)-loops is presented in detail in Chapter 3,
Section 3.2.

2.3. Physics of Magnetic Particle Imaging

The relaxation of superparamagnetic MNP in an AMF described above in Sections 2.1.3 and
2.2 can be exploited for direct (i. e. positive contrast3) imaging of particles in magnetic par-
ticle imaging (MPI) [30]. In MPI, the derivative of the MNP magnetization M(t), M ′(t) =
dM(t)/dH is measured by a receive coil via electromagnetic induction (s. below). The MNP are
excited by an external sinusoidal AMF of typical field amplitude H0 ≤ 20 mT/µ0 and frequency
f ∼ 25 kHz. MPI relies on the superparamagnetic non-linear response of M(t), described by
the Langevin function L(ξ(H)) (cf. eq. (2.27)) [31]: When a sufficiently high field amplitude
is applied, M(t) saturates and M ′(t) is zero. Contrastingly, M ′(t) will only be non-zero, at
sufficiently small fields that do not saturate M(t).

MPI uses a send coil to apply a sinusoidal alternating magnetic field (AMF), cf. eq. (2.29),
to change the magnetization of MNP, M ′(t). By using Faraday’s law of induction, M ′(t) can
be measured from the voltage, V (t), induced in a receive coil by a temporary change in the
magnetic induction, dB/dt, as will be outlined in the following: For simplification, considering
the receive coil as a single conductor loop spanning the surface SRC, then the voltage at the
end points of the loop reads according to Faraday’s law in integral form:

V (t) =
∮

∂SRC
E(l) · dl = − d

dt
Φ, (2.46)

with the electric field, E(l), induced along the conductor loop of length l, by the magnetic flux,
Φ, defined by

Φ =
∮

SRC
B(r) · dA, (2.47)

through the surface of the receive coil SRC, the magnetic induction B and the differential vector
dA perpendicular to SRC, as outlined in Fig. 2.8. Inserting eq. (2.47) in eq. (2.46) and knowing
that B = µ0(H + M) from Section 2.1, eq. (2.2), one acquires:

V (t) = −µ0
d
dt

∮

SRC
H(r, t) · dA − µ0

d
dt

∮

SRC
M(r, t) · dA = VAMF(t) + VMNP(t). (2.48)

Eq. (2.48) shows that the (time-varying) alternating magnetic field (AMF), H(r, t), is directly
picked up by the receive coil as the voltage VAMF(t) and superimposed with the voltage VMNP(t)
induced by the MNP’s change in magnetiaztion. The latter can be expressed as an integration
over the sample volume, V , containing MNP within the receive coil by using the law of reciprocity

3Positive contrast is defined by the fact that the imaging signal is proportional to the amount of material
generating the signal.

23



2. Background

Fig. 2.8.: The voltage, V (t), induced by a temporal change in the magnetic induction, B, in a receive coil
spanning the surface SRC. The voltage is equal to the line integral of the electric field E along the
receive coil loop. Adapted from [32].

[32], yielding:

VMNP(t) = −µ0

∫

V
ζ(V ) · dM(V, t)

dt
dV, (2.49)

with the coil sensitivity ζ, summarizing the geometrical parameters of the coil. To discriminate
the superimposed voltages one chooses a sinusoidal AMF for the MNP excitation, Hac(t) =
H0 · cos(2πf · t), cf. eq. (2.29): Then, the particle signal shows two distinct peaks, which are
clearly distinguished from the excitation signal, as is shown in Fig. 2.9. Due to the sinusoidal
AMF, the particle and excitation signal can be mathematically decoupled in the frequency
domain by expanding into a discretized Fourier series [32]:

V (t) =
∞∑

k=−∞
V̂k · exp(2π · ik · f · t). (2.50)

Its spectrum consists of discrete lines at multiples of the frequency of the applied AMF, f :

fk = k · f, k ∈ �. (2.51)

fk will be denoted as harmonics throughout this thesis. Since V (t) is real, the Fourier coefficients
follow the relation:

V̂k = f ·
∫ 1/f

0
V (t) · exp(−2π · ik · f · t)dt (2.52)

= f ·
∫ 1/f

0
(V (t) · exp(2π · ik · f · t))∗dt (2.53)

= (V̂−k)∗. (2.54)

From eq. (2.54) it follows, that the negative frequencies do not carry any additional information
on the MPI signal and are therefore neglected henceforth.
Since the excitation AMF is purely sinusoidal, the contribution of the excitation signal, VAMF,
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2.3. Physics of Magnetic Particle Imaging

Fig. 2.9.: Schematic of the signal generation of MPI (reading from bottom left clockwise to bottom right):
Applying a sinusoidal excitation field, H, drives the MNP magnetization M from negative saturation
through zero to positive saturation according to the Langevin function L(ξ). The derivative of MNP
magnetization, M ′(H) = dM/dH, is only non-zero for small field amplitudes. The MNP response to
the applied field, M(t), resembles a rectangular function. The voltage, VMNP, induced in the receive
coil by the MNP shows two distinct peaks as the particle signal, directly resulting from M ′(H), while
the excitation signal resembles a sinusoidal function. Adapted from [32].

in frequency space is limited to a single peak at the frequency f . Contrastingly, the non-linear
relationship M(H) of the particles allows particle signal contributions not just for f but rather
for all higher harmonics, fk. This is illustrated in Fig. 2.10, where the excitation signal, the
particles signal and their superposition is shown in time and frequency domain. From this one
observes that the particle signal is hardly detected in the superposition signal in the time domain.
This is due to the low amplitude of the particle signal compared to the excitation signal4 [32]. In
the frequency domain however, the particle signal can be easily seen in the superimposed signal
spectrum for higher harmonics. Only the first harmonic, f = fk=1, is covered by the excitation
signal. By ignoring the first harmonic, one removes the influence of the excitation signal as
well as any background signal. Therefore, all higher harmonics of the MPI signal carry only the
undisturbed particle signal and can be used for imaging5. The fact that the even harmonics are
missing in the signal spectrum a consequence of the non-linear MNP response (described by the
Langevin function) to the sinusoidal excitation AMF, as derived in Appendix A.1.1.

To image a sample volume, MPI uses a field-free-point (FFP) to spatially encode the parti-
cle signal according to the non-linear magnetization particle response to the AMF. Since the

4For a typical MPI experiment the difference between VMNP and VAFM ranges from six to ten orders of magnitude,
depending on the MNP concentration imaged, the coil sensitivities and the quality of the MNP in order to
generate a good signal.

5The higher harmonics include all non-linear contributions to M(H) in the scanned sample volume. This usually
includes MNP only for an in vivo MPI scan, as e. g. bodily iron is present in the atomic form, therefore much
smaller than the MNP and with a linear magnetization response for the considered AMF range [32].
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Fig. 2.10.: Comparison of the the signal induced in the receive coil for a sinusoidal AMF in time domain and
frequency domain for (a) the excitation signal, (b) particle signal and (c) superposition of (a) and
(b). Adapted from [32].

excitation AMF is known (cf. eq. (2.29)), eq. (2.49) can be expanded by dH
dH , reading:

VMNP(t) = −µ0

∫

V
ζ(V ) · dM(V, t)

dH(t) · dH(t)
dt

dV =: −µ0

∫

V
ζ(V ) ·M ′(H(t)) ·H ′(t)dV. (2.55)

Only considering contributions by the MNP, VMNP ∝ M ′(H(t)) holds. Since the magnetization
of MNP is described by the Langevin function, M(H(t)) ∝ L(ξ(H(t))) (cf. eq. (2.27)), the
particle signal is determined by the derivative of the Langevin function:

L′(ξ(H(t))) := dL(ξ(H(t)))
dξ

= (ξ−2 − sinh−2(ξ)), (2.56)
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2.3. Physics of Magnetic Particle Imaging

with ξ = µ0VMMSH0
kBT . L′(ξ(H(t))) has a maximum at H = 0 ⇒ ξ = 0 with L′(ξ = 0) = 1/3

and therefore the particle response is maximal for H = 0. By scanning the FFP (or field-free
line in more advanced systems) through a sample volume containing a MNP distribution, the
signal induced in the receive coil is non-zero only where MNP are located at the FFP [33].
Around the FFP the MNP are saturated by a sufficiently high gradient field, and therefore do
not generate a signal VMNP ∝ M ′(H(t)). In this way, a MNP distribution can be conveniently
mapped by gridding the particle signal to the location of the FFP (as depicted in Fig. 2.11).

Fig. 2.11.: Characteristic response of MNP to a field-free point (FFP), generated by a combination of gradient
fields and scanned along the x-axis at four different time points (a) through (d): The MNP response,
M ′(H(t)), is only non zero, when a distribution of MNP (symbolized as black point sources here) is
crossed by the FFP. Note that M ′(H(t)) is indicated as a black line here, showing the accumulated
signal one line scanned by the FFP over time. Adapted from [34].

In practice, 2D- and 3D-MPI require complex trajectories of moving the FFP to record the
particle signal efficiently [14,32]. Furthermore, the raw MPI data must be mathematically post-
processed to reconstruct an MPI image [35–38]. Both concepts go beyond the scope of this
thesis, but are covered in more detail in the references cited above.

The suitablility of MNP as MPI tracers is determined by the magnitude of M ′(H = 0), |M ′(H =
0)| (i. e. the signal intensity or MPI signal-to-noise ratio (SNR), respectively) and the full width
at half maximum (FWHM)6 of M ′(H), ∆HFWHM, (i. e. the spacial resolution) [34]. The signal
intensity can be derived from M(H) = MS ·L(ξ(H)) (s. eq. (2.26)) and the derivative of the

6The full width at half maximum (FWHM) is defined as the width at which a (peak) function drops to 50 % of
its maximum value.
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Langevin function (s. eq. (2.56)), yielding [32]:

|M ′(H = 0)| = c · |m|2 ·µ0
3kBT

, (2.57)

with the MNP concentration c, and particle magnetic moment |m| = µ0 ·MS ·VM (s. eq.
(2.30)). The FWHM can be similarly approximated from the derivative of the Langevin function
reading:

∆HFWHM = 4.16 · kBT

µ0 · |m|
. (2.58)

From eq. (2.57) one sees that the particle signal is directly proportional to the MNP concen-
tration. Therefore, MPI is a quantitative, positive contrast imaging technique, as the signal is
directly related to the amount of the (MNP) tracer.

If a MPI scanner is not accessible easily, the suitablity of MNP as MPI tracers described by
the signal intensity (eq. (2.57)) and the spacial resolution (eq. (2.58)), can be assessed by
magnetic particle spectoscopy (MPS) measurements. MPS is basically a zero dimensional MPI
scan [23], where a sinusoidal field is applied, Hac(t) cf. eq. (2.29), with typical frequencies in
the range of f = (3 − 25) kHz [34]. Since the sample volume, V , and coil sensitivity, ζ, are
accessible, the particle signal induced in the receive coil from eq. (2.55) simplifies to [39,40]:

VMNP(t) = −µ0 · ζ ·M ′(H) ·H ′(t), (2.59)

with the MNP response M ′(H(t)) and the derivative of the field H ′(t) = dH(t)/dt. Rearranging
eq. (2.59) for M ′ gives

M ′(H(t)) = −1
µ0 · ζ · 2πf ·H0

· VMNP(t)
cos(2πf · t) . (2.60)

Equivalently to an MPI scanner, the received signal, V (t), is Fourier transformed F(V (t)) =
V̂k(fk) to derive the harmonic spectrum in the frequency domain [41]. Here, the first harmonic,
f = fk=1 is excluded usually as it carries the excitation signal (as discussed above) and to the
remove background signal. Typically, the performance of MNP as MPI tracers is analyzed by
comparing the MPS harmonic spectra: A higher absolute spectral magnitude indicates superior
SNR of the MNP tracer (cf. eq. (2.57)) and a broader spectrum (i. e. smaller FWHM) indicates
improved spacial resolution (2.58) [23,32].

2.4. Physics of Magnetic Particle Heating

As described in Section 2.2 above, an ensemble of MNP relaxes under the influence of an applied
alternating magnetic field (AMF), Hac(t), c. f. eq. (2.29). Both relaxation processes, Brownian
and Néel, require magnetic energy to align the magnetic moment parallel to the direction of
the applied field. During the field-driven relaxation processes, heat is generated equivalent to
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the magnetic energy consumed for this alignment. The heating rate is commonly referred to
as the specific loss power (SLP [W/g]), defined as energy per unit time and per unit mass of
nanoparticles [42]. It is defined in terms of the area of the hysteresis loop M(H), denoted as
A, the frequency f and the MNP materials’ mass density ρ:

SLP = 1
ρ
·A · f (2.61)

Two main theories are commonly used to describe the SLP on the basis of simple MNP magneti-
zation models: The Stoner-Wohlfarth Model Based Theory (SWMBT), which approximates the
hysteresis loop M(H) for large particles in high fields (typically dM > 18 nm and H0 > 20 mT/µ0

for magnetite) and the Linear Response Theory (LRT), based on the MNP linear relaxation ap-
proximation in low fields for small particles (typically dM < 10 nm and H0 < 15 mT/µ0 for
magnetite). In the following, SWMBT and LRT will be discussed briefly, building an under-
standing of the physics of magnetic particle heating.

Note that furthermore, a third way of simulating the hysteresis loop M(H) within the framework
of particle relaxation (s. previous Section 2.2) exists, which is generally not restricted to a certain
field amplitude or particle size. These two theories will be compared to results from the third
theory of simulating M(H) in Chapter 3.

Stoner-Wohlfarth Model Based Theory of Magnetic Particle Heating

This theory is based on the Stoner-Wohlfarth model and describes the hysteresis losses for
single-domain magnetic particles in the ferromagnetic regime with uniaxial anisotropy [43]. At
Hac = 0 and for fields below a certain amplitude (definded below), the magnetic moments of
MNP are aligned along the easy axes due to anisotropy, which can be expressed in terms of an
anisotropy field, HK, eq. (2.15). The magnetic moments of the MNP remain aligned, until a
sufficiently high field is applied, which can be either expressed in terms of the anisotropy field
HK or the coercivity HC, (cf. Section 2.1): For H0 ≥ HC ≈ HK

2 , the magnetic moments align
with the direction of the applied field Hac(t) and develop a hysteresis loop M(H). In its original
form, the Stoner-Wohlfarth model does not take thermal activation into account [44], thus is
only valid for T = 0 or in the limit of infinite frequency f → ∞.

Based on earlier works on the temperature dependency of the coercive field [45, 46], Carrey
et al. [42] proposed an extension named Stoner-Wohlfarth model based theory for randomly
oriented particles (SWMBT), calculating the hysteresis loop area, A, as:

A = 2µ0 ·MS ·HC(κ) (2.62)

with the coercive field

HC(κ) = 0.48 ·HK · (1 − κ(T, f, H0, VM)0.8) (2.63)
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which includes the anisotropy field HK , eq. (2.15) and the dimensionless parameter

κ(T, f, H0, VM) = kBT

KuVM
· ln

( kBT

4 ·µ0H0 ·MSVM · fτ0

)
, (2.64)

where τ0 is typically approximated as τ0 ≈ 10−10 s and a restriction of κ ≤ 0.7 holds for eq.
(2.63). Consequently, SWMBT is limited to high fields where H0 ≥ HC ≈ HK

2 and generally
to κ < 0.7. Experimental data on iron MNP support the validity of this concept for high field
amplitudes of H0 = (15 − 60) kA/m [47], but do not consider the applicability at lower field
amplitudes. One major drawback of SWMBT is the fact that it does not take particle relaxation
processes into account and thereby neglects a fundamental effect of superparamagnetic particle
relaxation on magnetic particle heating.

Linear Response Theory of Magnetic Particle Heating

This theory describes the magnetic particle heating in terms of a relaxation of the magnetic
particle magnetization to equilibrium state within the material’s linear response to the field,
M = χ ·H (c.f. eq. (2.1)). Hence it is called linear response theory (LRT). It was derived under
the assumption of an adiabatic system of monodisperse MNP by Rosensweig [48]. However,
the linear response regime is limited to small fields and particle sizes, restricting the regime of
validity of LRT. This limit is given by the ratio of magnetic versus thermal energy, in numbers
ξ ≤ 1, with

ξ = |m| · |H|
kBT

= µ0 ·
MSVM
kBT

·H0. (2.65)

ξ is also called the reduced field parameter. For example, eq. (2.65) yields a limit of validity
for LRT to a field amplitude H0 ≤ 15.7 kA/m for typical values of particle magnetic size of
dM = 10 nm and saturation magnetization MS = 400 kA/m at temperature T = 300 K.
LRT can be derived in the framework of the Debye theory of dipolar fluids [49] under the
assumption of spherical and non-interacting MNP: Let the MNP be subjected to an AMF; then
the magnetic susceptibility of MNP becomes complex and shows both real (χ′) and imaginary
(χ′′) parts, describing the in-phase and out-of-phase (or loss) component, respectively. This
complex AC-susceptibility reads

χ̂ = χ′ + iχ′′ = χ0 ·
(

1
1 + (2πf · τR)2 + i

2πf · τR
1 + (2πf · τR)2

)
= χ0

1 + i2πf · τR
, (2.66)

containing the initial DC susceptibility χ0 = µ0M2
S VM

3kBT and the effective relaxation time τR that it
takes for the system to relax back to equilibrium after a small step in the magnetic field (defined
below, eq. (2.70)). χ̂ and Hac(t), from eqs. (2.66) and (2.29), respectively, are inserted in eq.
(2.1), which yields for the magnetization:

M(t) = |χ̂| ·H0 cos(2πf · t + ϕ), (2.67)
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with |χ̂| = χ0√
1 + (2πf · τR)2 ,

where ϕ is the phase lag between magnetization and the alternating magnetic field. In this
way, the heat is generated by the magnetization vector lagging behind the driving field vector in
LRT [42]. Simple mathematical observation indicates that eq. (2.29) and eq. (2.67) correspond
to the parametric equations for an ellipse, wherefore the area of the resulting hysteresis loop
M(H) is given by

A = πχ′′ ·H2
0 , (2.68)

with χ′′ = χ0 ·
2πf · τR

1 + (2πf · τR)2 . (2.69)

The relaxation time τR can be approximated by adding both relaxation processes yielding the
effective relaxation time:

τ−1
R = τ−1

N + τ−1
B , (2.70)

where τB is the Brownian relaxation time and τN the Néel relaxation time, given by eq. (2.31)
and eq. (2.32), respectively. Note that it is widely assumed that the faster relaxation process
will dominate the relaxation time.

2.5. Magnetic Fluid Hyperthermia in Tumor Therapy

This Section describes various aspects of magnetic fluid hyperthermia (MFH), first describing
the present-day status of applying MFH, including the main challenges and promises in Section
2.5.1. As magnetic nanoparticles (MNP) used in MFH will inevitably interact with cells inside
the body, Section 2.5.2 deals with a general description of pathways of particles inside cells.
The nanoscale heating effects of intracellular MNP in MFH and their direct effects on cells are
presented in Section 2.5.3. Finally, a treatment approach with MFH is motivated and described
for pancreatic ductal adenocarcinoma (PDAC) in Section 2.5.4.

This Section is partly based on an original publication by the writer [50] (s. Appendix C). Where
entire sentences are cited directly from the publication, this is marked with †.

2.5.1. Magnetic Fluid Hyperthermia in Tumor Therapy

The term hyperthermia derives from ancient Greek combining ’hyper’ meaning over and ’ther-
mia’ meaning heating. Hyperthermia is applied to purposefully induce local heating in parts
of the body with temperatures of (42 − 46) ◦C. At these elevated temperatures, the function
and structure of many enzymes and proteins alters within cells, which can lead to apoptosis
(induced cell death) [51]. Thus, hyperthermia is an alternative to open surgery, X-ray irradiation
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and chemotherapy in modern tumor therapy [52]. Nevertheless, hyperthermia must be clearly
distinguished from thermoablation, where temperatures up to 56◦C are applied to destroy cells
by necrosis and coagulation [53].

Hyperthermia can be applied using different techniques such as microwave [54] and laser irradi-
ation [55], resistive heating via implanted electrode devices [56], and whole body treatment with
water baths [57]. Additionally, magnetic fluid hyperthermia (MFH) offers a novel and promising
approach [58, 59], which is also the main application focus of this thesis. In MFH, magnetic
nanoparticles are accumulated locally by magnetic targeting or injection in target tumor tissue
and subsequently heated by applying an external alternating field, as described in the previous
Section 2.4. At the target tumor size, the MNP inevitably interact with the surrounding cells
and tissue, leading to an uptake of MNP inside cells (s. Section 2.5.2 for details). Once in-
ternalized inside cells, the intracellular MNP can potentially deliver therapeutic heat from the
inside of the cells, increasing the efficacy of MFH by so-called nanoheating effects, discussed in
detail in Section 2.5.3.

The MNP material used for MFH should show colloidal stability, adjustable magnetic properties,
low cytotoxicity, sufficient circulation time within the body during treatment and eventually
appropriate biodegradability [60]. These requirements limit the MNP-type that can be used for
MFH mainly to the magnetic iron oxides maghemite (γ-Fe2O3) and magnetite (Fe3O4), which
are well tolerated in the human body [23,61]. Within the field amplitudes, H0, and frequencies,
f , applied in hyperthermia (H0 < 25 mT, f < 1 000 kHz), these iron oxides display controllable
heating characteristics. However, the field itself can stimulate non-selective and undesired
heating within the body due to the formation of eddy currents [62]. The heat of such eddy
currents Qeddy depends on the field and the diameter of the induced current loop in the body,
D∗, according to Qeddy ∝ (D∗ ·H0 · f)2 [62]. Medically, there is a limit to the AMF tolerated
within the body, which experimentally has been determined to be H0 · f < 4.9 · 108 A/(m · s)
in 1984 [63]. The first successful clinical trials at the Charité Berlin, however, have shown
slightly higher tolerances of H0 · f < 1.4 · 109 A/(m · s) for fields applied to the head [64] and
H0 · f < 5.0 · 108 A/(m · s) for application of MFH at the lower body (rectum) [65]. Both
tolerances agree well with the field-frequency limit of H0 · f < 8.0 · 108 A/(m · s) suggested by
the International Commission on Non-Ionizing Radiation Protection (ICNIRP) in their Guidelines
for a public exposure limit to alternating magnetic fields [66, 67]. Depending on the desired
medical application, either 1.4 · 109 A/(m · s) (head) or 0.5 · 109 A/(m · s) (body) will serve as
the medical limit for the AMF throughout this thesis.

In hyperthermic treatment, both temperature T , and exposure time to elevated temperatures
tHT, have to be monitored closely, as their interaction with each other determines the cell’s
response in a complex manner: If cells are heated above T > 43 ◦C for a short time, the
surviving cells prove more vulnerable to subsequent heating. This effect is known as step-down
heating [68]. Contrastingly, if the exposure was T < 43 ◦C, the surviving cells appear to be
much more resistant to heating to even higher subsequent temperatures. Moreover, if cells
are heated above T > 43 ◦C but afterwards incubated at 37 ◦C for several days, they present
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themselves more resistant to subsequent heating as well [69]. This process has been coined as
thermotolerance [70] and been shown to exist for both healthy and tumor tissue [71]. In order
to benefit from the effects of step-down heating, while avoiding thermotolerance in therapy,
the heating must be generally well controlled in both temperature and exposure time. It seems
reasonable to devise therapies of applying temperatures T ≥ 43 ◦C for extended periods of
time, e. g. tHT > 1

2 hour [10,72,73]. However, the individual success of hyperthermia treatment
depends on the superposition of challenges, such as (tumor) blood perfusion, targeting efficiency
and accessibility of the tumor. To this end, personalized treatment for a given patient is
necessary for successful MFH treatment, as proposed by the Berlin company MagForce AG
[74–76]. In fact, based on these treatments, MFH has reached successful clinical trial stages
I+II one decade ago [64,65,77,78].

Most promise for MFH application lies with its enhancement of the efficacy of existing standard
treatments. It has been shown that hyperthermia improves the efficacy of irradiation therapy
[79–81]. Specifically, one third less radiation dose is needed to kill the same amount of cells,
if they are heated to T = 43 ◦C either before or after irradiation [82]. Moreover, the efficacy
of certain chemotherapeutic drugs increases significantly when administered together with local
heating of the tumor tissue [83,84]. New models even envision the combination of magnetic drug
targeting (MDT) with MFH to form an entirely new, local cancer treatment technique [85,86].
Here, MNP of thermosensitve coatings are loaded with chemotherapeutic drugs and injected
into the body, where they are magnetically guided to and accumulated at the tumor site [87,88].
There, the MNP are heated in an external AMF to trigger a local drug-release. Such a triggering
has been demonstrated in vitro by the controlled release of fluorecent markers [89–91] and the
anticancer drug doxorubicin [92] upon heating.

Interestingly, the potentially ground-breaking advantage of local heating restricted to tumor
tissue in magnetically targeted MFH also includes its greatest challenge to enter clinical transla-
tion: According to Wilhelm et al., who analyzed 117 independent targeting studies, only < 1 %
of the administered MNP acutally reach the desired tumor [93]. Furthermore, Southern et al.
recently cast doubt on whether MFH can actually be effective at low MNP concentrations in
such a targeting scenario [94]. However, assuming an MNP concentration as chosen in the afore-
mentioned clinical trials of 1 M(Fe)7 [64,81], a targeting efficiency of 1 % results in 10 mM(Fe)
of MNP at the tumor site. In Section 2.5.4 the targeting efficacy of MDT will be discussed in
more detail for the example of a treatment approach of the pancreatic ductal adenocarcinoma
(PDAC).

2.5.2. Pathways into Cells

Cells are the basic structural and functional unit of any living entity and the smallest units of life
in general. Cells are enveloped by a membrane that separates the intracellular and extracellular

7This thesis differentiates between the MNP iron mass concentration, c [mg(Fe)/mL], and the MNP iron molar
concentration, cM [M =̂ mol/L]. Typically the iron mass concentration, c, is given. Using the molar mass of
iron, mmol,Fe = 55.85 g/mol, the two concentrations can be converted via c[mg(Fe)/mL]= 1

55.85 · cM[M].
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space [95]. The intracellular space is divided in the nucleus, containing mostly deoxyribonucleic
acid (DNA) necessary for cell proliferation, and the cytoplasma, comprised of cellular organelles
and metabolic end-products as well as foreign substances [96]. The cellular (plasma-)membrane
consists mostly of a double layer of amphiphilic phospoholipids (so-called phospholipid bilayer),
which is selectively permeable and regulates the exchange of substances between intra- and
extracellular space, enables chemo-electrical communication to neighboring cells and provides
mechanical adhesive forces to fix the cell in its surrounding [97].

Cells interact with their surrounding by exchanging substances (e. g. particles) via the pro-
cesses of endocytosis (uptake inside the intracellular space) and exocytosis (secretion to the
extracellular space) [98]. These pathways will be discussed in the following with special focus
on the transport of nanoparticles. Generally, particles can enter cells by different endocytic
pathways, depending on their size and surface ligands interacting with the cellular membrane.
Large particles (∼ 1µm) are internalized via actin-driven phagocytosis, where the plasma mem-
brane forms cup-shaped invaginations, which engulf the particle. Although quick and effective,
phagocytosis is primairly used for the uptake of dead cells and debris, usually reserved to pro-
fessional phagocytic cells (e. g. macrophages, dendritic cells and neurophils) [99]. For smaller
particles (∼ 100 nm), receptor-mediated, and more specifically clathrin- and caveolin-mediated,
endocytosis occurs, which is the most common pathway into cells for viruses and nanoparti-
cles [100, 101]. In clathrin-mediated endocytosis, clathrin-ligand binding causes the formation
of invaginations in the cellular plasma membrane, which wraps the particle. Similarly, in the
caveolin-mediated endocytic pathway, caveolin assembly at the cytoplasmatic side of the mem-
brane triggers the formation of "flask-like" invaginations of 60 − 80 nm in diameter (so-called
"caveolae"), induced again by receptor-ligand binding [102]. Clathrin assembly at the mem-
brane is also involved in the formation of vesicle necks necessary in the late wrapping stage in
the pinch-off process for final internalization of particles [103]. Additional non-specific endo-
cytic pathways are pinocytosis and macropinocytosis: In pinocytosis, biological fluid and small
particles (< 10 nm) are directly absorbed across the plasma membrane, whereas macropinocy-
tosis is an actin-driven process of membrane engulfment of large amounts of extracellular fluid
and substances, observed for the uptake of larger nanoparticles (∼ 1µm) [104]. Endocytosis
pathways are summarized in Fig. 2.12. Note that the endocytosis pathways can be inhibited
by passivating the cell, which can e. g. be achieved by cooling it down to temperatures of
T ≈ (4 − 10) ◦C [98].

Upon internalization, the particles are wrapped in a membrane-enclosed intracellular vesicle and
remain separated from the intracellular fluid. Inside the cell, these endocytic vesicles (called
early endosomes) develop in late endosomes that increase in size by fusion with other endosomes
[105], reaching final sizes of approximately 500 nm in diameter [106]. Sometimes, endocytic
vesicles are merged with their vesicle membranes still intakt, forming multivesicular bodies.
Generally, late endosomes are of increasing acidity in preparation for finally fusing with lysosomes
[107]. Lysosomes are responsible for the digestion of exogen (cell-foreign) material and therefore
carry digestion enzymes (so-called hydrolase), working in an acidic environment with pH-value
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approximately 4 [96]. Sometimes, substances escape endosomes into the intracellular fluid, from
where they are secreted quickly. Cargo, which does not reach late endosomal stage or cannot
be digested by the lysosomes is secreted via exocytosis. Exocytosis is basically the reversal
of the endocytosis process: Intracellular vesicles transmigrate to the plasma membrane and are
secreted either as membrane-wrapped vesicles or expelled freely into the extracellular space [99].
The entire pathways of nanoparticles into, across and out of cells are summarized in Fig. 2.12.

Fig. 2.12.: Pathways of nanoparticles into (endocytosis), through and out (exocytosis) of the cell. Endocy-
tosis comprises of phagocytosis, clathrin- and caveolar-mediated endocytotis, macropinocytosis and
pinocytosis. Inside the cell, endocytic vesicles develop either in late endosomes and lysosomes or mul-
tivesicular bodies (MVBs). In seldom cases, nanoparticles escape the endosome. Nanoparticles exit
cells via lysosome secretion, vesicle related secretion or via non-vesicle related exocytosis. Adapted
from [99].

2.5.3. Nanoheating Effects

As previously described in Section 2.5.1, hyperthermic cancer treatment usually aims at raising
the temperature of tumor tissue to (42 − 46) ◦C, leading to tumor cell death, while at the
same time sparing healthy tissue. This was a long standing goal for MFH since the first in
vitro studies conducted by Jordan et al. [108] in 1996: In that study, human adenocarcinoma
cells subjected to a bulk temperature of approx. 43 ◦C reached via MFH showed a roughly
equal inactivation of cell activtiy as the same cells heated to 43 ◦C externally with a water
bath. However, evidence is mounting that MFH is dealing intracellular cytotoxic damage even
without a perceptible rise in bulk temperature [109–112]. The effect was coined nanoscale
thermal phenomena or short nanoheating [113] and describes a dramatic temperature increase
in the direct (nanoscale) vicinity of MNP upon interaction with AMF. Evaluating the intensity
of thermosensitive fluorescent dye Dylight549 attached to the surface of MNP, Huang et al.
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demonstrated that the surface temperature of the MNP was raised by approx. 5 ◦C after
45 s of AMF application, limiting particle heating clearly to the nanoscale vicinity of MNP
[114]. Similarly, Polo-Corrales et al. attached fluorescent dye bound in thermosensitive polymer
poly(N-isopropylacrylamide)(pNIPAM) to iron-oxide MNP to indirectly measure MNP surface
temperatures by monitoring the increase in fluorescent intenstiy upon particle heating [115]:
They applied an AMF and found an immediate increase in fluorescence. Using a water bath in
control experiments, the same intensity as for AMF application was matched by reaching a global
temperature increase of ∆T ≈ 15 ◦C (initial temperature 20 ◦C). Therefore, the authors further
concluded that nanoheating on the order of ∆T ≈ 15 ◦C must occur on the surface of MNP
under particle heating, which however does not affect the global temperature. Dong et al. used
NaYF4:Yb3+-Er3+ crystal nanothermometers inside silica nanoparticles (dC ≈ 100 nm) loaded
with MNP (dC ≈ 20 nm) to optically measure the temperature dependent emission spectra,
reporting an increase of up to ∆T ≈ 30 ◦C inside the silica particles [116]. Using temperature-
sensitively bound Fluoresceineamine attached to the surface of iron oxide MNP Riedinger et al.
were even able to approximate an immediate region of nanoheating of up to 100 nm around
the MNP, beyond which no substantial heating was measured [117]. Recent theoretical finite-
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Fig. 2.13.: Simulated temperature distribution in the vicintiy of a single MNP with particle core diameter
dC = 20 nm: (a) temperature distribution of the MNP located in the origin of a spherical compart-
ment with diameter d = 1µm. (b) cross-sectional temperature distribution in the vicinity magnetic
nanostructures of different shapes, all located at 0. Based on methods developed for a sperical MNP
with dC = 20 nm, a nanocube and nanorod with the same nominal volume were simulated. Adapted
from [118].

element simulation performed by Taloub et al. for a single iron oxide MNP with particle core
size of dC = 20 nm and assuming an SLP of 500 W/g(Fe)8, confirms the above-mentioned
experimental findings (Fig. 2.13) [118]: The MNP heats up by almost 10 ◦C inside and at
its surface (Fig. 2.13a), from where the temperature is exponentially decreasing, dropping to

8Actually, Taloub et al. assume a volumetric power density of Q = 1016 W/m3 for their simulations. The
authors base this assumption on [119], where SLP values of up to 500 W/g(Fe) are reported, which also fits
to the SLP values reported throughout this thesis.
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approx. 15 % of the maximum temperature at a distance of 100 nm from the MNP surface (Fig.
2.13b). Approximately 500 nm away from the MNP, there is no heating observed. Interestingly,
nanostructures of different shapes but of the same nominal volume as the 20 nm-sized spherical
MNP reached slightly lower maximum temperatures, but the temperature gradient in their outer
vicinity (100 nm and larger) was independent of the shape (cf. 2.13b).

All of the studies mentioned above clearly indicate the existence of nanoheating in the vicinity of
MNP during particle heating, which is not perceptible in bulk temperature [113]. It is assumed,
that such nanoheating effects have the ability to damage cells, provided that MNP are uptaken
inside lysosomes or at least attached to the cell membrane [12, 112]. In fact, the expression of
reactive oxygen species (ROS) can be detected within 30 min of AMF application [111], which
is directly connected to lysosomal membrane permeabilization, leading to cell death [120].

In addition to nanoheating, a second mechanism of intracellular damage on the nanoscale
can arise from (direct) mechanical rupture of the membrane due to the physical rotation of
membrane-bound MNP with the applied magnetic field [121, 122]†. It has been demonstrated
that this mechanism leads to apoptosis of INS-1 cells in low frequency AMF f = (5...20) kHz
[123]†. Further, U87 brain tumor cells were reliably killed by membrane rupture due to slow
rotation of membrane-bound 2µm CoFeB/Pt microparticles [124]†.

In this way, intracellular nanoheating and mechanical rupture together could support the effi-
cacy of MFH treatment especially for lower MNP concentrations at the tumor site†, for which
therapeutic bulk temperatures of T ≥ 43 ◦C cannot be reached.

2.5.4. Targeting Pancreatic Tumors

Cancer is one of the most challenging deseases to treat worldwide and approximately 25 % of the
total deaths in Germany were caused by cancer in 2015 [4]. Among the most aggressive types,
the pancreatic ductal adenocarcinoma (PDAC)† has a 5-year-survival-rate of only less than
5 % [125]. Moreover, PDAC is predicted to rank second in the total number of deaths caused
by carcinoma in 2020 in the United States of America [126]†. At present, surgical removal
(resection) is the only curative therapy among established treatment routines, as PDAC has
proven to be highly resistant to chemo- and radiotherapy [127, 128]†. Unfortunately, resection
is only possible in approximately 20 % of the cases, as by the time the PDAC is diagnosed,
the tumor has often metastasized already [129]†. Of these 20 % resectable tumors, many
are encasing the superior mesenteric artery by more than 180 ◦, making resection very risky
[130, 131]†. Thus, there is desperate need for alternative therapies that are either stand-alone
techniques or assist in partial regression of at least such 20 % the tumor to make it accessible
to resection eventually†.

Current treatment strategies are either focused on combining chemo- and radiotherpy (so-called
neoadjuvant therapy) — such as the CONKO-007 study [132] — or are exploring entirely new
and innovative therapies. Among those innovative cancer therapies, MFH becomes increasingly
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attractive due to the local and minimally-invasive delivery of heat with therapeutic temperatures
to tumors (Section 2.5): For advanced therapy, biocompatible MNP are either directly injected
into the tumor or administrated intravenously and accumulated at the tumor site via external
magnetic fields (magnetic targeting)†.

In clinical trials mentioned before (cf. Section 2.5), effective intratumoral temperatures up to ap-
prox. 47 ◦C were reached during treatment [64]†. These elevated temperatures could be achieved
mainly due to a relatively high local concentration of MNP of up to approx. 128 mg(Fe)/mL
after a direct MNP intratumoral injection†. Nevertheless, an intratumoral injection is an invasive
procedure with high risks of developing metastasis†. These risks can be omitted when magnetic
targeting of MNP is intravenously applied, however, at the cost of reaching comparatively low
MNP concentrations of approx. 150µg(Fe)/g(Tumor) (3 mM) [133] to 400µg(Fe)/g(Tumor)
(7 mM) [134]†. Such low concentrations were achieved for a mouse tumor model using perma-
nent magnets†. Endoluminal tumor that can be reached endoscopically, such as PDAC, offer
additional potential for magnetic targeting, as these allow the minimally-invasive insertion and
accurate positioning of miniaturized coils or permanent magnets for magnetic targeting [18].
Using an endoscopic targeting setting and individualized magnets, it was recently demonstrated
that the targeting efficiency could be enhanced by a factor of 40 [135]†. This study is part of the
same therapy approach as the MFH investigations in this thesis. Consequently, the local MNP
concentration at disposal for MFH treatment would be much higher than the one for simple
magnets mentioned above and the effective temperatures for treatment might be reached more
easily†. In this way, an individualized and less stressful cancer therapy for each patient may be
possible†. In particular, PDAC tumors could achieve regression and, in this way, be accessible
for secondary resection†.

This work is embedded in a treatment approach for PDAC and therefore the in vitro studies of
the present thesis are focused on pancreatic tumor cells, adding to the full treatment strategy
of combining endoscopic MNP magnetic targeting and MFH application. Using low MNP
concentrations of (3 − 7) mM(Fe) that are achieved for MNP targeting in animal models (s.
above), this thesis explicitly studies the uptake of MNP inside pancreatic tumor cells in Chapter
6 and examines further the effects of nanoheating upon intracellular MFH application in Chapter
8.

2.6. Hydrogels and Rubber Elasticity Theory

Hydrogels are three-dimensional crosslinked polymer networks that swell, but do not dissolve,
in water. Hydrogels have many applications, especially in biomedical technology, as they posses
tissue-equivalent mechanical properties, while being easy to synthesize reproducibly. Hydrogels
mixed with MNP are used in this thesis as a biocompatible model system to study the effect
of gradual immobilization of MNP on magnetic particle heating in situ in Section 7.2. In
the following, a general description of hydrogels is given, followed by a brief introduction in
the rubber elasticity theory, which is used to describe the mechanical properties of hydrogels
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mathematically. The description of the specifications of agarose and poly(acrylamide) hydrogels,
which are specifically used throughout this thesis, concludes this section.

General Description of Hydrogels

Hydrogels are nonfluid natural or synthetic three-dimensional polymer networks resulting from
cross-linking of polymer strands. These networks maintain their structure when being subjected
to water, but at the same time exhibit a remarkable ability to absorb a large fraction of wa-
ter within their stucture (typically containing up to > 90 % of water)9 [137]. Consequently,
they swell in water, combining solid-like properties (e. g. internal polymer network structure)
and liquid-like properties (e. g. flexibility, thermal and electrical properties similar water), and
are therefore denoted as hydrogels10. Hydrogels offer a versatile tool for many applications in
biomedicine and medical technology due to their biocompatibility, tissue-equivalent characteris-
tics and tunable mechanical properties [138,139]. Most importantly, hydrogels are used in tissue
engineering and cell biology as 2D and 3D extracellular cell matrices (ECM), promoting tailored
(stem) cell growth and differentiation [140,141]. But hydrogels also have major applications in
e. g. macromolecular biology as a biocompatible electrophoresis embedding [142], and generally
as tissue-equivalent phantoms in (pre-)clincial assessment of thermal dosiometry, ultrasound
and magnetic resonance imaging [139, 143, 144]. Essentially, hydrogels can be differentiated
in natural polymers - such as gelatine, matrigel, polysaccarides and the protein-based fibrin
and collagen - and synthetic polymers, containing poly(acrylamide) (PAAm), polyethylenglycol
(PEG), poly(oxazolines) (POZ), poly(vinyl alcohol) (PVA), and biodegradable poly(lactic-co-
glycolic acid) (PLGA) and oligo(ethylene glycol) fumarates (OPF) [141]. All of these different
hydrogels have unique properties useful for the applications mentioned above. The range of
applications can even be expanded, however, by incorporating magnetic nanostructures inside
hydrogels, forming so-called ferrohydrogels (FHG). As magnetically manipulable hybrid struc-
tures, FHG attract much interest in fundamental materials analysis and for biomedical appli-
cations: For example, CoFe2O4 MNP incorporated in PAAm hydrogels have been proposed as
magneto-mechanical probes to non-invasively analyize the mechanic properties of the respective
hydrogel network [145]. Furthermore, remote controlled cell and drug delivery systems were
designed, which exploit the deformation of FHG in magnetic field gradients [146]. When in-
vestigated specifically for MFH applications, FHG enable active control of therapeutic heating
temperatures for MFH [147] and thermosensitive drug delivery [148].

Rubber Elasticity Theory

The general term elasticity describes the ability of a material body to change its shape under
the action of an external force and return to its initial shape when the external force is removed.
Rubber elasticity is a special form of elasticity, which is thermodynamically based on a reversible

9There are also special hydrogels, classified as superabsorbent hydrogels, which can contain up to 99.9 %
water [136].

10In this thesis, water-swollen gels are used, therefore they are named hydrogels. In principle, any fluid could be
used as an extender to swell the gel, however these gels are not the focus of this thesis and are thus neglected.
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change in the entropy of the material rather than a change the internal energy [149]. The rubber
elasticity theory (RET), describes the mechanical properties of ideal rubber-like materials by a
combination of thermodynamics and polymer chain statistics. RET is derived under to following
assumptions [150]:
(I) the (Helmholtz) free energy, F = U − T ·Σ, with the temperature, T , and entropy, Σ, is
minimized in the resting state,
(II) the internal energy, U , does not change under deformation, i. e. dU = 0,
(III) the material is incompressible, i. e. the material volume does not change under deformation,
and
(IV) the deformations of the material are microscopically and macroscopically the same (affine
deformation assumption).
From combining assumption (I) and (II) it follows that for an isothermal process an increase in
the free energy due to deformation of the material will result in an a decrease in the system
entropy, dΣ < 0, according to [151]:

dF = −T · dΣ. (2.71)

Furthermore, RET holds for materials whose matrix consists of long (polymer) chains of identical
building blocks, which must be highly flexible and joined by crosslinkers in a network structure
[151]. These chains rotate about their joints randomly due to activation from thermal energy11,
so that the distance between their ends is governed purely by statistical considerations: Applying
assumption (III) and (IV) within the so-called Gaussian network theory [152], the entropy of
deformation of these chains is fully described by the number of chains per unit volume, νel, and
the Boltzmann constant, kB. For pure strain (i. e. strain that does not involve rotating the
principal axes), with the extension ratios λ′

x, λ′
y, λ′

z — describing the deformation parallel to
the principal axes x, y ,z in comparison to the initial state — and assuming λ′

xλ′
yλ′

z = 1, the
entropy of deformation reads [152]:

dΣ = −1
2νelkB · ((λ′

x)2 + (λ′
y)2 + (λ′

z)2 − 3). (2.72)

For shear strain in the (x, y)-plane the extension ratios may be defined as λ′
x = λ′, λ′

y = 1/λ′,
λ′

z = 1 and the corresponding shear strain is γel = (λ′ − 1/λ′) [153]. Now eq. (2.72) simplifies
to:

dΣ = −1
2νelkB · γ2

el. (2.73)

Inserting eq. (2.73) in eq. (2.71) and applying the definition of shear stress, one obtains:

σel = dF

dγel
= νelkBT · γel. (2.74)

11This implies that the molecular segments of the chains have sufficient thermal energy to rotate freely, indepen-
dent of their neighbors, i. e. RET holds only for those polymers in which the intermolecular forces between
chains are sufficiently weak to satisfy this condition [152].
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It can be seen from comparing eq. (2.74) to the general definition of the shear modulus,
G := σel

γel
, that the shear modulus is equivalent to the following expression in RET:

G = νel · kB ·T. (2.75)

Consequently, the elastic properties (i. e. the stress-strain relations) of an ideal rubber-like ma-
terial can be described by only a single physical parameter, the shear modulus G. Furthermore,
the stress-strain relations have the same form for all rubber-like materials (assuming constant
temperature), only subjected to a scale factor (G), which is determined by the number of chains
per unit volume, νel [152]. Note that νel is also referred to as the number of active polymer
strands throughout this thesis.

Specifics of Agarose and Poly(acrylamide) Hydrogels

For this thesis, the natural polymer hydrogel agarose and the synthetic polymer hydrogel
poly(acrylamide) (PAAm) are used for immobilization studies of MNP in Section 7.2. The
polymer network forms differently in these two hydrogels, as will be shortly sketched in the
following description:

Agarose
As a linear polysaccharide, agarose consists of (1 → 3)-β-d-galactopyranose-(1 → 4)-3, 6-
anhydro-α-l-galactopyranose and contains a few ionized sulfate groups [154]. In highly purified
agarose powders the amount of sulfate groups is below 0.2 % to better control its elastic proper-
ties. The gelling mechanism is temperature dependent, forming intramolecular hydrogen-bonds
upon cooling, which assemble as aggregates of double helices resuliting from the entangle-
ment of anhydro bridges [155]. The chemical formula of one such building blocks of agarose
gels is depicted in Fig. 2.14a. Agarose hydrogels are prepared from powder dissolved in hot
deionized water (DI-H2O): Standard agarose fully dissolves at T = (90 − 100) ◦C solidifying at
T = (35 − 39) ◦C [156], while low-melting (LM-) agarose only requires temperatures around
T = (60 − 70) ◦C for dissolving in DI-H2O and solidifies at T ≈ 28 ◦C [157]. By controling
the mass fraction of agarose in solution, the elastic moduli, E, and the mean mesh size, dmesh,
can be easily tuned between E ∼ (0.1 − 1 000) kPa [141] and dmesh ∼ (10 − 1 000) nm [158],
respectively.

Poly(acrylamide)
Poly(acrylamide) (PAAm) hydrogels form when monomers from one polymer are chemically
joined at junction points by crosslinking monomers of a second polymer (s. Fig. 2.14b for
a typical building block of such a crosslinking junction). Typically, PAAm hydrogels are pro-
duced by radical polymerization of a solution containing acrylamide (AAm) monomers and
bi-functional12 N,N’-methylenebisacrylamide (BIS) crosslinkers. The gelling mechanism is ini-
tialized on-demand by adding ammonium persulfate (APS) and N,N,N’,N’-tetramethylethylene-
diamine (TEMED) to start the exothermal free radical polymerization [159]. The reaction can
12I. e. consisting of two functional groups; here monomers and crosslinkers.
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Fig. 2.14.: Chemical formula of one building block (multiplied block in brackets marked with n) of (a) agarose
and (b) (poly)acrylamide hydrogels. Modified figures from [141].

be discribed by a chain polymerization mechanism [149]: After initiation, the radical reacts
with one AAm monomer molecule, elongating the chain by one unit and moving the radical to
the end of the chain. One bi-functional BIS crosslinker molecule can react with two separetly
growing polymer chains, thereby forming crosslinked networks with "rubberlike" elasticity [160]
(s. above). The elastic moduli, E, and the mean mesh size, dmesh, of such a PAAm hydrogel
can be tuned ranging between E ∼ (1 − 10 000) kPa [141] and dmesh ∼ (1 − 100) nm [158],
respectively, by controlling the crosslinker fraction, i. e. the BIS mole fraction

α = nBIS/(nAAm + nBIS), (2.76)

with the amounts of AAm, nAAm, and BIS, nBIS, respectively.
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9. Conclusion and Future Directions

Throughout this thesis, magnetic nanoparticles (MNP) have been investigated as therapeutic
heating agents for application in innovative cancer therapy via magnetic fluid hyperthermia
(MFH). By studying various aspects of MFH — such as the optimization of particle heating
considering medical limitation to the applied AMF, the uptake kinetics of MNP inside cells, the
changes of particle heating under intracellular conditions and the efficacy of MFH in vitro — this
thesis succeeds in answering four key research questions raised in the introduction (Chapter 1)
and which are of paramount importance for the advancement of MFH application in tumor
therapy:

1. What MNP (i. e. which MNP properties) maximize the particle heating in MFH?

2. How do MNP interact with cells and how can the MNP uptake inside cell be quantified?

3. How does particle heating change upon MNP internalization inside cells?

4. How efficient is intracellular MFH applied to (tumor) cells; esp. at low MNP concentra-
tions?

These questions are answered by the main findings of this thesis, as presented in the following.
Alongside, future directions on research opportunities resulting from these findings are pointed
out.

Question 1 is investigated theoretically using Monte-Carlo (MC-)simulations of stochastic cou-
pled Néel-Brownian magnetic relaxation of MNP to predict particle heating in Chapter 3. From
these MC-simulations, the particle core size and effective anisotropy constant, as well as the
external field parameters are identified as main contributors to particle heating. It can also be
demonstrated that particle heating is indeed described most accurately within the framework of
MC-simulations, when compared to established models for particle heating — the linear response
theory and the Stoner-Wohlfarth based model theory (s. Section 3.3). Additionally, question
1 is investigated experimentally employing inductive particle heating measurements in Chapter
5, revealing that MNP with large particle core sizes, dC > 25 nm, generate the most heat,
expressed as a higher specific loss power (SLP). The trends of field-dependent particle heating
predicted by MC-simulations agree well with experimental data, both showing a linear depen-
dence of the SLP on the field-frequency (f) and a square dependency on the field-amplitude
(H0), as long as H0 < HK/4 holds (where HK denotes the MNP anisotropy field). As a nov-
elty, MC-simulations are matched to experimental data, showing best fitting for an anisotropy
constant of Keff = 4 kJ/m3, lying substantially below magnetite bulk value (Keff = 11 kJ/m3).
From these experimentally validated MC-simulations, predictions of SLP are derived in depen-
dence of particle core size and AMF parameters limited to medically-tolerable field strengths
(i. e. AMF parameters are low enough to not heat up healthy tissue). Results confirm the
experimentally determined highest particle heating for large MNP with dC > 25 nm at frequen-
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cies of f ≈ 100 kHz, with the respective field amplitude adjusted to keep within the medically
tolerated range. The results suggest an improvement in particle heating by a factor of approx.
12 compared to MNP systems currently used in clinical application of MFH, which is valuable
information for the future design of MNP optimized for maximum heat generation and resulted
in a publication [251]. In summary, particle heating is maximized for low (lower than bulk)
anisotropy MNP with core sizes of dC > 25 nm, even under medically-tolerable limitations to
the applied field, which precisely answers question 1.

Chapter 6 addresses question 2 by studying how MNP interact with pancreatic tumor cells and
healthy control cells in vitro. From morphological analysis via transmission electron microscopy
it is observed that MNP first group into agglomerates at the cellular plasma membrane within
minutes of incubation with cells and second internalize as agglomerates inside cellular endosomes
via endocytosis within tens of minutes (s. Sections 6.2.2 and 6.2.3). Furthermore, MNP are
tightly clustered and immobilized inside these cellular endosomes, which merge over time into
lysosomes with final average sizes after 24 h in the range of dlys ≈ (400 − 650) nm, depending
on the cell line. Additionally, some MNP agglomerates are also found attached to the outer
cell membrane after 24 h, presumably due to exocytosis. Assuming a three-step process of
(1) MNP agglomeration at the outer cell membrane, (2) endocytosis (internalization) of these
MNP agglomerates inside the cell and (3) exocytosis (excretion) of MNP agglomerates, the MNP
uptake kinetics can be modeled mathematically (s. Sections 6.3.4 and 6.3.5). For modeling, the
MNP uptake kinetics is experimentally quantified with magnetic particle spectroscopy (MPS)
over an incubation time of up to 24 h. The MNP uptake saturates after 6 h of incubation
in pancreatic tumor cells and after 8 h of incubation in healthy control cells. This is valuable
information for the future planning of MNP targeting duration before applying MFH for localized
tumor therapy. In this way, question 2 can be precisely answered using the MNP uptake kinetics
model, allowing to predict the MNP uptake inside cells for an arbitrary incubation time.

Chapters 7 and 8 address the change in particle heating upon intracellular agglomeration and
immobilization of MNP (question 3). Generally, the SLP decreases by nearly two thirds for MNP
inside cells compared to freely dispersed MNP (s. Section 8.2.4). This is in agreement with a
decrease in the MPS spectral magnitude of intracellular MNP, attributed to the inhibition of
Brownian relaxation upon MNP immobilization inside cells (s. Section 6.3.6), and an increase in
the magnetic interparticle interactions for intracellular MNP, leading to demagnetization effects
due to MNP agglomeration (s. Section 6.4). This thesis achieves a better understanding of the
isolated contributions of either immobilization or agglomeration of MNP to particle heating by
unambigously differentiating between both effects: MNP gradually immobilized in agarose and
polyacrylamide hydrogels show a decrease in SLP of up to one third, which can be attributed to
the inhibition of Brownian relaxation while excluding MNP agglomeration effects (s. Sections
7.1 and 7.2). These results demonstrate the gradual decrease in SLP upon gradual MNP
immobilization on the basis of well-characterized hydrogels for the first time [264]. In contrast,
MNP agglomerated in liposome shells and MNP agglomerates — formed after damaging their
lauric acid shell by adding NaCl — show a significant increase in SLP by up to one forth, as long

202



as the MNP agglomerates are freely dispersed and rotatable [328]. If the MNP agglomerates
are additionally immobilized, the SLP decreases by almost one third compared to monodisperse
MNP in water [329]. In summary, and to answer question 3, the results reveal a decrease of
nearly two thirds in particle heating for intracellular MNP due to a combination of inhibited
Brownian relaxation upon MNP immobilization and demagnetization effects arising from the
simultaneous MNP agglomeration inside cells.

In Chapter 8, MFH efficacy is evaluated in vitro on pancratic tumor cells MiaPaCa-2 and
healthy L929 cells for low MNP concentrations of c = (0.15...0.3) mg(Fe)/mL, specifically
addressing question 4. Cytotoxic temperatures (T ≥ 43 ◦C) can be reached even for low MNP
concentrations achievable in animal models via magnetic targeting, resulting in significant cell
damage. Moreover, significant cell damage is also observed without a perceptible temperature
rise, indicating that additional nanoheating effects are present. This assumption is enforced
by a higher MFH efficacy, when compared to conventional hyperthermia with the same bulk
temperatures but without MNP. Most importantly, the MFH treatment efficacy can be evaluated
by a single parameter — the total thermal energy deposited per cell (TEC) — which comprises
the amount of intracellular MNP per cell, the SLP generated by the MNP and the duration of
MFH treatment. Healthy L929 cells require a 50 % higher TEC to cause significant cell damage
compared to pancreatic tumor cells MiaPaCa-2, which leaves a safety margin to only damage
tumor cells in in vivo application of MFH [50]. Consequently, question 4 can be answered
by evaluating the TEC, confirming that MFH is efficiently even at low MNP concentrations,
destroying pancreatic MiaPaCa-2 tumor cells above a certain critical TEC, which is still harmless
for healthy L929 cells.

Using TEC as the optimization parameter to evaluate the efficacy of MFH opens the discussion
on future research opportunities to advance MFH application for tumor therapy: Further studies
should include extensive in vitro analysis of MFH efficacy for many different cell lines (tumor
cells and healthy references) in order to assess the individual critical TEC above which significant
cell damage is expected for each cell line. Alongside, the MNP uptake kinetics for each cell line
could be determined and modeled as presented in Chapter 6 to assess the amount of intracellular
MNP per cell. As this work is embedded in a treatment approach for pancreatic tumors using
endoscopic magnetic targeting of MNP (s. Section 2.5.4), the following specific suggestions for
the application of MFH in this treatment approach can be made: Magnetic targeting of MNP
should be performed for approx. 6 h to saturate MNP uptake inside cells prior to applying an
AMF for (60−90) min to induce sufficient cell death via MFH. As a future research opportunity,
TEC could be used as a control parameter to plan in vivo application of MFH, as it can be
tuned by (1) the (intracellular) particle heating, (2) the MNP uptake inside cells and (3) the
duration of MFH treatment. TEC can generally be increased by using MNP optimized for
particle heating in AMF of medically-tolerated strength (e. g. using low anisotropy MNP with
large particle cores, dC ≤ 25 nm as suggested by MC-simulations (s. Section 5.3)). Then, the
MNP uptake (controlled via the incubation time prior to applying the MFH) and duration of
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MFH treatment could be adjusted to match the predetermined critical TEC values necessary to
induce tumor-specific cell damage while leaving healthy cells unharmed.

A different research opportunity arises from investigating the suitability of MNP as tracers for
the simultaneous application of magnetic particle imaging (MPI) and MFH, as it is striking that
MNP with particle core sizes of dC = (25 − 28) nm perform best for MPI and MFH alike (s.
Chapter 5). From this, a theranostic platform could be envisioned, combining the advantages
of imaging and heating in one MNP system and allowing to map the amount and distribution
of MNP in real time using MPI, while applying MFH for tumor therapy.
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